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Résumé

A n de répondre a une complexité croissante des systemealdelcde nouveaux paradigmes
architecturaux basés sur des structures auto-adaptatiaeso-organisées sont a élaborer. Ces
derniers doivent permettre la mise a disposition d'une ganse de calcul suf sante tout en
béné ciant d'une grande exibilité et d'une grande adaptia®, cela dans le but de répondre
aux évolutions des traitements distribués caractérigaodhtexte évolutif du fonctionnement
des systémes. Ces travaux de these proposent une nouvmitelag de conception des sys-
temes communicants, auto-organisés et auto-adaptaiéstsar des nceuds de calcul recon-
gurable. Autrement dit, ces travaux proposent un systena¢éniel autonome et intelligent,
capable de déployer et de redéployer ses modules de caideigs réel et en fonction de la
demande de traitement et de la puissance de calcul. L'asamient de ces travaux se traduit
par la réalisation d'urBystéme Auto-organisé Recon guralf®AR) basé sur la technologie
FPGA. L'architecture auto-adaptative proposée permetdiér I'impact des systemes recon-
gurables dans une structure distribuée et auto-organisesystéme est realisé pour étudier,
a chaque niveau, les parametres qui in uencent les perfiocesglobales d'un réseau de cal-
cul évolutif. L'étude de I'état de I'art a permis la mise enrgaective et la formalisation des
caractéristiques du concept d'auto-organisation mal&neoposé ainsi qu'une évaluation et
une analyse de ces performances. Les résultats de cestravatrent la faisabilité d'un sys-
teme complexe de calcul distribué dont l'intelligence psur les interactions des éléments
recon gurables le constituant.






Zusammenfassung

Bedurfnisse nach der Berechnungskraft vergréf3ernd, magiegsamkeit und Zwischenfunk-
tionsfahigkeit Systeme immer schwieriger, zu integriarad zu kontrollieren. Die Hochnum-
mer von moglichen Kon gurationen, alternative Designehtidungen oder die Integration
von zuséatzlichen Funktionalitaten in einem Arbeitssystamn nicht nur an design-malig
nicht mehr getan werden. In diesem Kontext, wo die Entwicglwon vernetzten Systemen
ist, werden aul3erst schnelle, verschiedene Begriffe nmt desl studiert, mehr Autonomie
und mehr rechnende Kraft zu versorgen. Diese Arbeit scldiéngt neue Anndherung fur die
Nutzbarmachung der recon gurable Hardware in einem setganisierten Kontext vor. Ein
Begriff und ein Arbeitssystem werden unter der Form von Reprable Selbstorganisierte
Systeme (RSS) préasentiert. Die vorgeschlagene Hardweanteit@ktur hat vor, den Ein uf3 von
recon gurable FPGA gegriindete Systeme in einer selbstisgaten vernetzten Umwelt zu
studieren, und partielle Wiederkon guration wird verwehdum Hardware-Gaspedale an run-
time durchzufihren. Das vorgeschlagene System wird dastiromt, an jedem Niveau, Pa-
rameter dass Ein ul3 auf Leistungen der vernetzten selpatsungsfahigen Knoten zu beo-
bachten. Die Resultate prasentiert zielen hier zu ZugaiggRecon gurable-Computerwissen-
schaft ef zient verwendet werden kann, um einen Komplex atwerfen, erlaubten vernet-
ztes Berechnungssystem und der Zustand der Kunst, zu letdéeuand Eigenschaften des
vorgeschlagenen selbstorganisierten Hardware-Begzifeformalisieren. Seine Auswertung
und die Analyse seiner Leistungen waren mogliches Verwerdle kundenspezi sches Ver-
waltung: das Potsdam Verniunftige Kamera-System (PICSy)isEeine vollstandige Erful-
lung vom elektronischen Verwaltung bis die Kontrollanwend. Um die Arbeit zu erganzen,
erlauben Mal3e und Beobachtungen Analyse dieser Reafigienud tragen zur allgemeinen
Kenntnis bei.






Abstract

Increasing needs of computation power, exibility and noggerability are making systems
more and more dif cult to integrate and to control. The higlmrber of possible con gura-
tions, alternative design decisions or the integrationdofigonal functionalities in a working
system cannot be done only at the design stage any more slodhiext, where the evolution
of networked systems is extremely fast, different concepésstudied with the objective to
provide more autonomy and more computing power. This woopgses a new approach for
the utilization of recon gurable hardware in a self-orgseu context. A concept and a working
system are presentedlecon gurable Self-Organised SystefRSS). The proposed hardware
architecture aims to study the impact of recon gurable FRfa&ed systems in a self-organised
networked environment and partial recon guration is usedrtplement hardware accelerators
at runtime. The proposed system is designed to observeglai@zel, the parameters that im-
pact on the performances of the networked self-adaptivesiothe results presented here aim
to assess how recon gurable computing can be ef cientlydusedesign a complex networked
computing system and the state of the art allowed to enlightel formalise characteristics
of the proposed self-organised hardware concept. Its atraluand the analysis of its perfor-
mances were possible using a custom boardPtisdam Intelligent Camera Syst¢RICSy).

It is a complete implementation from the electronic boarth®control application. To com-
plete the work, measurements and observations allow asalfthis realisation and contribute
to the common knowledge.
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General Introduction:
Context, Motivation and Contributions

The Main Context

The possibilities offered by the technological entities deeply transforming societies.
People are linked over networks to communicate and exchafgenation. These networks
are interconnected and form a worldwide structure that easden as an unique entity, com-
posed of many different kinds of devices like supercomptgersonal computers or recently
arrived netbooks, smartphones and tablets. All of themlaleeta process data in certain times
and with more or less computation power. In other words, veenaw facing huge network
entities providing computation resources and data depgrah time and space parameters.

The Starting Problematic and Limitations

Due to the scale and complexity of today's systems, it is irtgod to give them the pos-
sibility to manage problems in an intelligent and autonomaay. To cope with all non-
deterministic changes and events that dynamically occuhensystem's environment, new
design paradigmsnust be developed. In particular, networked approachesimglto system
architecture can be a viable solutions for the high commrtatemand and self-organisation re-
guirements. In the literature, we nd many terms and de onits related to systems that exhibit
this form of arti cial life. They can be called as life-likeomputer systems. These systems are
characterized by intelligence and autonomy and are abledlweeand behave by themselves.

The problematic that we study can be stated as follows: Hotrattsfer a part of intelli-
gence that characterises human being to a technologiaglzriow to give it an additional
degree of freedom? How can this system be de ned, studig¢egiated and analysed? The
purpose of this work is to nd the answers to these questions.

Because the thematic of self organisation concepts is wastdates not only to technology
but also to domains like philosophy, sociology, biology @inysics, the research presented in

1



Introduction

this document is focussed on the computer science eld aodiges technological solutions
in the form of microelectronic computer systems. By doingtke research eld is limited to
more speci ¢ knowledge. Of course, this limitation is notckisive and one or two notions
from external elds are used to give an open-minded view effiloblem. Computer science is
still being a huge topic and this is wiecon gurable Computings selected as a specialised
research eld. Itis a combination of logical and digital cpatations, informatics, with its art of
problem solving and nally the knowledge about communicatiequirements and structures.
More speci cally, this eld can be described using termselikcalability, self-adaptation and
embedded system.

The Main Motivation

This research is important and must be carried out throuifgreint angles because it aims
to contribute to the common knowledge of the engineeringofglex and natural systems. The
bestimplementation strategy is inspired by Nature becllasere is autonomous, dynamic and
interoperable. It exhibits an large set of heterogeneobsystiems that are all combined in a
self-organised manner. This complex entity exhibits emetrdpehaviours, characteristics and
properties.

This work aims to study, integrate and analyse an engingsadlution that is trying to show
autonomy, dynamism and interoperability like a naturatesys This solution can be described
in terms of scalability, self-adaptation and embeddedesyst

Concept and Solutions

The de nition of this problematic leads to the propositiohaoconcept completed by a
implementation solution. We demonstrate a method to dagigon gurable natural systems
which are based on Recon gurable Computing and its asssti@chnology. The architec-
ture used here is composed of thield Programmable Gate ArrafFPGA) technology that
allows us to desigrsystem on FPGASoFPGA). It also includes common communication
technologies likeethernet protocols likeTCP/IP and structures lik&eer-to-Peer The main
advantages are: P2P offers a decentralised and self-eeghsiructur¢Node's Autonomy).
Recon gurable SoFPGA offers computation power with higkilality (Dynamic evolution).
Self-Adaptive Networked Architecture offers common andssirely used suppoftnterop-
erability) .

This proposed solution is to build an elementary recon dgleanode that can be the base
of an intelligent networked entity (inspired INatural System
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Results

Systems resulting from this way of thinking are networkedigies and they are based
on highly integratedelements that are called nodes in the rest of this document. nGde
de nition can be described by many other words in the compstéences jargon. Literature
can also refer to it as modules, elements, agents or indilsdu

To prove that the proposed hardware/software co-desighaensklf-organised concept are
realistic, we have realised such a speci ¢ node. This nodebeadescribed as recon gurable,
autonomous, dynamic, interoperable and intelligent.létes a complete prototype including,
FPGA multi-board design, operating system adaptation sp#tci c drivers, software design,
integration of electronic communication and le managemen

Results also include performance measurements, an inmp@malysis and a discussion
about the design of the bio-inspired node.

Research always implies to open the discussion on existiogvledge and about what
to do with the result of the work that have been done. Here éedn many other research
approaches, it comes out that technological entities kelte@natural systemsThey are trying
to evolve and reach a higher degree of intelligence and antgnThe work presented here is
a new answer that exhibit these properties. As demonsthetier) nodes are becoming more
powerful, modular and scalable day after day. They are edpgnnto their environment which
is also our environment. The provided results concern kedge that characterise hardware
details by enlighten links with low level elements and higlidl abstraction layer. We are
presenting the direct links between recon gurable logisogces, control applications and
self-organisation paradigms.

Research Challenges and Advantages

During these years of work, we faced many challenges. Thieomg was to combine the
knowledge of many different elds and to modify them to t oaur application. It was the
starting point to set the problematic and the combined swiut

The second challenge set arises from the accessible tegynoloday, systems are de-
signed to be simple and static and unfortunately, many sysége designed with a programmed
obsolescence. That is, a rst step when considering thaie but dynamic environment and
considering the last knowledge coming from this kind of ezeh. It is now a challenge to
evolve and go through dynamic design. We therefore haveuelole autonomous, dynamic
and interoperable systems with some technological lioatit was the starting point to sep-
arate the goals from the material resources and it helpsrte tiee design to do.
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Finally, the last set of challenges that is also the most mapd, is about methodology.
Technological entities can be bio-inspired and it is whg mécessary to start by rede ning the
basic of what a node should be. This should be done accordirecbn gurable technology
peculiarity. It represents our involvement to the disamssind to the design of future embedded
systems.

The limitations are the utilisation of logic resources avgi¢ level, the establishment of el-
ementary node model, the utilisation of inter-node commatinons and nally the most simple
implementations. The method's goal is to provide the baserecon gurable natural system
that can be describe as recon gurable and self-organisethaae systems.

Cooperation Background

This document presents the research work of a thesis thahitiased by theCollege Doc-
toral Franco Allemandand entitleAdaptive, Autonomous and Organic Recon gurable Com-
puting Systéme de Calcul Recon gurable Adaptable, Autonomigu@rganiquein French,
or Adaptiv, Autonomische, Organische und Recon gurable Besystemén German. This
thesis started on February 2008 and within a collaborataiwé&en theComputer Engineering
departmentrom thelnstitute fur Informatik(IFl) of Universitat PotsdanfUP) in Germany and
theLaboratoire Interfaces Capteurs MicroélectronigiiéCM) of the Université Paul Verlaine
de Metz(UPVM) in France. The objective of this collaboration is tady new architectural
paradigms for the development of self-organised systersschan recon gurable technology.

Key researchers are Pr. Abbas Dandache from UPVM, as Phr&xtal, Pr. Christophe
Bobda from UP, as Ph.D. co-director, and the associate gsofd MCF-HDR) Camel Tanou-
gast as research supervisor.

Chapter Organization

This thesis manuscript is structured in ve chapters ancniged as follows:

In chapter 1, we present the main set of properties de nirgsystems that we wish to
develop including self-organisation and emergence, adgpautonomy, sturdiness and exi-
bility, pre-emption and decentralised control that areeltited to the observation of our scal-
able environment. De nitions of self-organised system antergent systems are given. Itis
shown that FPGA dynamically recon gurable technology canuseful to integrate some of
those properties into the designed hardware systems amidlitios, FPGAPartial Recon gu-
ration (PR) characteristics are discussed. Finally, the commusf this chapter highlights the
relevance of using self-organisation technology in scecafiatural hardware systems.
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In chapter 2, our literature review is given. Starting froistbrical and classical references,
we continue with the state of the art, concerning recon gledechnology, and in particulars
some projects are presented with the will to expose netwgrkplution and recon gurable
system on chip systems.

In chapter 3, we propose the concepRafcon gurable Self-organised SystéRES) and its
de nition. This concept includes a transposition of the relederistics and properties like self-
organisation that can be applied to FPGA based recon garaypstems. This chapter mainly
describes network aspects and we conclude a census ofgainequirements for the concep-
tion of networked RSS. We show, on the rst hand, the necgssiélaborate new architectural
paradigms based on communication structure adapted to RB&¥ology and on the other
hand the necessity to develop learning mechanisms ableusdueduring run-time.

The chapter 4 discusses the selected architectural apptbatallows to combine self-
organisation and Recon gurable Systems on FPGA. Firstigvéew on commonly distributed
control paradigms used in the design of networked systemesepted. Secondly, we propose
our architectural approach characterised by a decemdaiemmunication structure for net-
worked recon gurable nodes according to the RSS concepts ditginal concept allows us
to exchange information and logic hardware modules betweeles that constitute a natural
entity. These exchanges are accomplished without anyatesetdl control and can also be de-
scribed as an emerging intelligence that tries to respoitd &mvironment. The concept is also
demonstrated through a concrete example that is runningeiRatsdam Intelligent Camera
Systen{PICSy) platform which is dedicated to real-time image pssing.

Chapter 5 presents results of the implementation of a reqanable node built to be the
basis of a self-organised and networked architecture.nms o enable decentralised process-
ing over disseminated nodes that are providing ei@®eneral Purpose Process¢GPP) time
slot or logic electronic hardware (PR Region). It is madedbdate the global architectural
approach of the self-organised system and associatedmsnogechanisms and structures in
an adapted network presented in the previous chapters. [jbetiwe of this chapter includes
also an experimental validation of all conceptual aspdaiesd here to make systems able to
manage themselves.

Finally, a conclusion sums up the work that have been caou¢dnd it concludes important
aspects and opens the discussion on the integration of R&8unbiological environment and
on the new combination that we are proposiftgecon gurable Natural Computinthat is a
combination between Recon gurable Computing and Natumh@uting.
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Chapter 1 Basic Concepts
Introduction

This chapter aims to present the research environment lo§ipgiout three elds of work.
The rst one isRecon gurable Computingthe second one iSelf-organized Computingnd
the last one ifNetworking and CommunicationTheir particularities and characteristics are
described to show their relations and their important lihies constitute the basis of the concept
presented in chapter 3. By the end of this chapter, readdrbevable to follow the proposed
work and will have a general view of the problems involved.

To present this point of view, the rst section will describiee different computing para-
digms and proposes a classi cation with the objective afating Recon gurable Computing
into the context of all those ideas. Section two will providéormation concerning Self-
organized Computing and in particular its properties. i®acthree will show that commu-
nication is a major problem for the previously presenteggiggms. Finally, section four will
present some characteristics of Recon gurable Technolddpys last section will be focused
on con guration aspects and show that the technology allmwsombine different kind of
computation architecture.

1.1 Recon gurable Computing and Systems

o1 § 9 9 g
O

O

0O 0 O

Figure 1.1: A Complex Networked System: A sensor network.

In this section, some research elds that study the systdialmrations and interactions
are set out. They are useful to characterize computingregséad in particular recon gurable
computing and systems. Different aspects are studied &roodnd the best way to optimize
the utilization of networked resources. The presented cmimg concepts are used to explain
why interoperability is a major aspect of this work.
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Figure 1.1 shows an example of a sensor network which is a leonmgtworked system.
Here, sensors must communicate with routing nodes to selad 8ansors and routing Nodes
depend on each other. In spite of the fact that the subjedf culd to describe due to the
diversity of de nitions, some of them can be selected to tdrthe topic of this work and to
de ne its position.

1.1.1 Recon gurable Computing

Recon gurable computing is intended to Il the gap betweemdware and software, achie-
ving potentially much higher performance than softwarelevimaintaining a higher level
of exibility than hardware. Recon gurable devices, inding eld-programmable gate ar-
rays (FPGASs), contain an array of computational elemengseltiunctionality is determined
through multiple programmable con guration bits. Theseneénts, sometimes known as logic
blocks, are connected using a set of routing resourcesthaiso programmable. In this way,
custom digital circuits can be mapped to the recon guralaedtvare by computing the logic
functions of the circuit within the logic blocks and usingetbon gurable routing to connect
the blocks together to form the necessary circuit. [CHO2].

With this de nition, a technological aspect is pointed o@onsequently, the evolution of
the technology must be considered to rede ne the concepedessary. Technology is used
to realize systems that are trying to make concepts real.t Aswell known, the concept
of recon gurable computing was rst described in [Est60]daih became possible to realize
recon gurable systems that really t into this concept witie advent of FPGA technology.
In the case of Recon gurable Computing, the Recon guraldehnology helps to rethink the
original concept.

1.1.2 Distributed Computing

Distributed computing deals with large problems by decosinpp a problem into small
parts, send to nodes to solve them and then combining padialions to get a solution for
the problem. In the scope of this work, distributed compyshows that it is possible to use
all computers available world-wide. Besides this, it is mireder that problems concerning
undecidability and intractability are still governing cpatation problems [HMUO1].

As an example of projects that apply the distributed conmgutbncept, the folding@home
and genome@home projects can be suggested. In [LSSPO2¢katedrarticles, distributed
computing is used to compute an enormous data quantity ivetelp of a huge number of
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personal computers. It means that simulated time accesstegsor resources can be shared
for complex computing. Another example is the Condor Ptojddch introduced the notion
of exibility. As distributed systems scale to ever largézres, they become more and more
dif cult to control or even to describe. International dibuted systems are heterogeneous in
every way: they are composed of many types and brand of haggltty run various operating
systems and applications; they are connected by unrehabeorks; they change con guration
constantly as old components become obsolete and new cemisoare powered on. Most
importantly, they have many owners, each with private pedi@and requirements that control
their participation in the community. In this environmemxibility is a key to surviving in
such hostile environment [TTLO5].

1.1.3 Grid Computing

Grid Computing is a type of parallel and distributed systéat £nables the sharing, se-
lection and aggregation of geographically distributed@aomous" resources dynamically at
run-time depending on their availability, capability, fo#mance, cost, and users' quality-of-
service requirements

The grid computing concept can be seen as a proposition te sbanputation resources
in order to reach a common goal. In this way, resources arbeafront of the de nition
but without changing the main signi cation. In [FZRL08], @mparison between grid and
cloud computing is proposed which positions these two ®pansidering different aspects.
This comparison reveals that both concepts share part iofdaaekground such as architecture
and technology. In addition, the authors propose a guré thes to situate cloud and grid
depending on architecture scale and function orientafitus gure could be completed with
Recon gurable Computing paradigm, see gure 1.2.

1.1.4 Cloud Computing

Cloud computing is a model for enabling convenient, on-dahmeetwork access to a shared
pool of con gurable computing resources (e.g., networlksyears, storage, applications, and
services) that can be rapidly provisioned and releasedmitiimal management effort or ser-
vice provider interactioh.

As explained by this de nition, one of the main problem inwtbcomputing is the possibil-
ity to hide the structure details from the users and proved®urces on demand. This concept

1. De nition from the National Institute of Standards andccheology
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Figure 1.2: Grids and Clouds Overview [FZRL08] includingaa gurable technology

is also related to this work because it is the solution to seetaorked system as a unique
entity which can provide computation power. Ultimatelyertssdo not need to know how their
data are computed. They just need to obtain a result rapidly.

1.1.5 Complex Adaptive Computing

The basic elements of a Complex Adaptive System are agegentdare semi-autonomous
units that seek to maximize their tness by evolving overdinAgents scan their environments
and develop schemas. Schemas are mental templates that ld@wreality is interpreted and
what are appropriate responses for a given stimuli. Thelsensas are often evolved from
smaller, more basic schema. These schemas are rationalidrbuthey are potentially in-
determinate because of incomplete and/or biased infoomaéind they differ across agents.
Within an agent, schema exist in multitudes and competeufongl via a selection-enactment-
retention process [Do096].

As described in this de nition, a Complex Adaptive Systendsthe notion of behaviour,
awareness of the environment and capacity to learn fromrequee. These are fundamental
characteristics to describe a technological entity theesgned to be autonomous and intelli-
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gent. Applied to computer science, this notion can be callechplex Adaptive Computing.

1.1.6 Natural Computing

Natural Computing refers to computational processes wbden nature, and human de-
signed computing inspired by nature. When complex natdrahpmena are analyzed in terms
of computational processes, our understanding of bothr@atud the essence of computation is
enhanced. Characteristic for human-designed computspgred by nature is the metaphorical
use of concepts, principles and mechanisms underlyingalatystems. Natural computing
includes evolutionary algorithms, neural networks, molac computing and quantum com-
puting [Div02].

1.1.7 Other Research Directions

In addition to the entire topic of cooperative networkindo®of different notions are also
relevant to study Recon gurable Computing. Bio-inspireon@puting, Arti cial Intelligence,
Machine Learning, Informatics, Multi-Agent Systems an@IBgy provide common knowl-
edge that should be observed, shared and reused. This cokmowmedge describes two
aspects that are a collaboration and a competition and ¢vae¢ dhe relation between so called
elements, cells, nodes, individuals or agents, dependintp® application eld. Because of
the diversity of information, they will not be set out in diéia this work, which is not meant
to minimize their importance. Moreover, as described in|p®f the question of complexity
is important. It shows how sciences are interconnected anstitute knowledge.

1.1.8 Computing Overview and Classi cation

Finally, gure 1.3 tries to classify ideas related to the qmuting concept. It also includes
the combination of Natural Computing and Recon gurable @obtmg presented in this work.
Two generations are revealed, the rst of which consist$eftistorical ideas that are the basis
of our technology. The ideas of the second generation aradhml ideas discussed by the
science and technology communities.
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Figure 1.3: Computing Classi cation Proposition.

1.2 Self-organised Computing and Systems

1.2.1 Self-Organization and Emergence

The notions of self-organization and emergence are relatdctan be used to characterize
the behavior of networked systems. Because of their siityildhey need to be clari ed in
order to specify their links. Self-organization can be dednas a dynamical and adaptive
process where systems acquire and maintain structureséhess without external control.
In addition, a system exhibits "Emergence” when there iseceht emergent at the macro-
level that dynamically arise from the interactions betw#snparts at the micro-level. Such
emergents are novel with respect to the individual parte@siystem [DHO5].

These two de nitions are part of the core necessary to utaedsthis work. In [DHO5],
the conclusion of the authors points out thaBoth phenomena can exist in isolation, yet
a combination of both phenomena is often present in compleardical systems. In such
systems, the complexity is huge, which makes it infeagsiblagose a structure a priory: the
system needs to self-organise.[...] A combination of eererg and self-organisation, which
is already applied in literature, is a promising approacheagineer large-scale multi-agent
systems.

There is an important reference used by the author of [Jow®@fe a dissertation about
the de nition of self-organized systems is proposed whighatly ts the ideas of the work
proposed here and can be summarized as folloAsystem de ned as complex and modular
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able to restructure itself can be considered as self-orgeatiif it shows new properties that
emerged from the interaction of its elements and withowdraal control. The objective is to
adapt itself to unpredictable change of its environmentgiimise its own behaviour depending
on pre-set criterion.

1.2.2 Associated Properties

The previous de nitions can be completed by a set of propsrti

— Micro/Macro Effect: This effect is the main characteristic of emergence. It diess
how macro behaviour can be the consequence of interactionisi level. These inter-
actions are somehow hidden by the macro level behaviou@fHey89].

— Interactivity: As described in Micro/Macro Effect, interactions are fumasntal and
they are related with communication aspects that are dextin the next sections. The
micro elements in interaction are responding to messageded by each other with the
objective to adapt themselves. In self-organized systameractions are by de nition
complex [Gol99] [Hol98].

— Complexity: A system can be considered to be complex if it is composed pawhyc
and multiple interactive elements such that its behaviamnot be understood only from
the sum of individual behaviours [Ash47] [Edm95].

— Dynamic: Here, the property of dynamic concerns rather the evolutidne self-organi-
zed system with time and in addition, the fact that any sysianthe widest sense, is
trying to reach a certain equilibrium by adapting thems&IMé can also be mentioned
that this notion is closely related to the question of entnepich quanti es the expected
value of the information contained in a message [Hey03] [NP7

— Adaptivity: The capacity of this system to maintain its main functionsesponse to
external perturbations coming from its environment. Tlaigacity of adaptation requires
autonomy in the behavior of systems [HJO1].

— Autonomy: Autonomy concerns local system behavior (micro level).ejpidts the ca-
pacity of a system to organize its activities and commuiooatspontaneously. Reaching
this kind of autonomy causes it to develop sturdiness anibibty [Hey89] [MFH* 03].

— Sturdiness and Flexibility: As elements are becoming stronger and stronger by accu-
mulating characteristics in a virtuous circle, a certaindiness and exibility can appear
at both micro and macro level. In other words, a group cannecstronger because el-
ements are becoming individually stronger. In additionhis evolution, elements are
capable to control themselves and their local communinatiGer05] [HeyO03].
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— Decentralised Control: Decentralized control is based only on local control sgpate
which is the distribution of the capacity to manage functiblo element exists that can
control explicitly an entire function for the entire grouptibhe sum of those local controls
can do it. To complete this later de nition, the property ségemption can be added to
describe the possibility to act on the control parameteggaaliction of an future event
[Ser04] [DHO5].

— Preemption: It can be de ned as a special case of adaptivity. Pre-emptigdi cation
can be considered a pre-adaptation which marks the depemdéfuture events on past
events. Beside this, other forms of dependence can be selerthaibi-directionality
property [Ros85] [PHFO7].

— Bi-directionality: This concerns links between low level and high level elemerit
can be summarized as follows: micro-elements can in uenaermstructure as well as
macro structure in uences micro elements. Bi-directiayak also linked with Radical
Novelty.

— Radical Novelty: It describes properties that are totally new in the seng¢hibg emerge
from a self-organized structure [dV97] [Gol99].

— Coherence:To complete this properties list, coherence needs to beeatk Emergence
and self-organization properties are also part of thisesgstlt concerns local behavior
and structural behavior. Here, both of them are correldteteover, coherence refers to
the equilibrium between competition and cooperation foiEses that rules the system
environment [Gol99] [Ode02].

This set of properties seeks to propose a logic statemetrnthiees all individual properties

a part of a complete description. This topic is only a parthefwork proposed here and must
be completed with many other notions that will be presentethé following. In particular,
three properties are more interesting and are selectecogecsof study: autonomy, dynamic
and interoperability.

1.2.3 The Three Properties: Autonomy, Dynamic and Interopeability

Electronic technology is a basis of the integration of aatoous behavior and ultimately
intelligence into self-organized systems. Robotics,dew machines and biological infor-
matics are examples of directions that are studied cuyremtl which provide information
concerning intelligence, behavior and communicationgisiectronic technologies. Those ex-
amples can be helpful to get a general idea and to locate tdp@ped work. To complete this
situation, some de nitions help to put limits to the work are
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The rst one is the de nition of Autonomy which can be de ned #llows:

Autonomy is the capacity of someone or something to be nendept from somebody or
something else, it is the characteristic to function or geahdependently of anything.

This de nition can be adapted to the eld of Autonomous Sysseas the possibility that is
given to systems to operate without being externally cdlenlolt is the rstimportant property
that is at the center of this work. Within this de nition, thetonomy has the main advantage to
divide the global control problem into local control suleblems that are easier to solve. This
can be used to discuss decentralized control managementoliiy, local autonomy implicitly
requires local intelligence.

The de nition of intelligence is a question that is still hoMany propositions are avail-
able and they constitute the basis of a fundamental topictH® work, a de nition oriented
around computer science is selected. It describes Artilkitelligence (Al) and it helps to
distinguish what is real Intelligence and what is simpledgxoatism of systems. Al is the sum-
mation of theory and techniques used to realize machinestalsimulate human intelligence
Automatism (of a device or process) is the capacity to worktesif with little or no direct
human control These two de nitions are making a distincti@tween what can be considered
intelligent and a simple automatic behavioral responsetapeecise circumstances.

Intelligent systems are de ned by the integration of Al irsgstems. In other words, Al
is the intelligence of machines and the branch of compuiense that aims to create it. In
addition, locally autonomous and intelligent systems sthtwse communicative. This means
that those systems should be interoperable with any othenumicative systems.

Interoperability is the ability of systems to exchange arakenuse of information in a
straightforward and useful way; this is enhanced by the usstandards in communication
and data format

This interoperability characteristic (the second impairtane) is used to integrate this kind
of technology into existing systems which also means t@¥olhe dynamic evolution.

Dynamics (of a process or system) is characterized by cahst&nge, activity, or progress

This is the third important characteristic and it is also aeggal truth about the global
environment that represents our world.

Figure 1.4 shows the three important characteristics densd in this work. They are
linked together into a virtuous circle: Dynamics requirag@nomy which requires Interoper-
ability.
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Figure 1.4: Three important properties of self-organizestesm considered for this work

1.2.4 Local and Regional Behaviour

Two remarks are interesting regarding behavior. The rstaek is about the local behavior
(micro-level) of a networked system where each element easohsidered either a server or a
client. Itis a well-known concept taking into considerattbe fact that users provide intelligent
functionality to allow local elements have a dynamic bebavConsequently, local elements
are dependent of their electronic architectures which shpa performances.

The second remark concerns the regional level (macro levletye a system composed
of multiple elements is the result of elements' interopéitgb The inner collaboration of
self-organization systems is as important as the nodeigasor. Properties of dynamics and
autonomy can be completed with interoperability which coraleverything into a good wheel
cycle. Intelligence generates Autonomy which in returnegates Interoperability. Here, the
system is dependent on communication technologies andnatwy solutions.

1.3 Networking and Communication

This section is an observation of actual technology and kedge. The goal is to show
important points such as electronic device heterogenedyymunication protocol diversity
and the general decentralization. Figure 1.5 shows threerghtions of actual technologies
and systems.
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Figure 1.5: Three observations associated with technaogythe self-organized concept

1.3.1 Heterogeneous Environment

Networked systems are designed to be connected to a glalbahgnication infrastructure.
By doing so, they are thought to be connected with a wide tyané systems that consti-
tute a heterogeneous environment. Notebooks, smart plamaesow tablet devices are new
examples that are easy to nd. These examples show that comations have signi cant
consequences on hardware development. Parameters dogcgme and power consumption
are key features. In addition, the exibility and the poskiijpto share resources has become
increasingly important.

In the environment, the heterogeneity has the main advarttbgroviding a huge quantity
of solutions for many different problems. By allowing thtbg best solutions can be found
in order to improve the selected parameters. For exampieg ecemmon personal computer
architecture, a lot of solutions are discussed to providessto CPU when it is not used by
local users.

More precisely, heterogeneity means diversity in charamte€ontent: a large and hetero-
geneous collection. In chemistry, it denotes a procesdumgpsubstances in different phases
(solid, liquid, or gaseous). Using this de nition, a paehitan be drawn between chemistry and
networked computing where elements can be changed dumnag ti

1.3.2 Protocol Diversity

Diversity is a characteristic of what is diverse, differdaste variety, plurality. Diversity of
an ecosystem, size in relation with the number of specieste@dumber of individuals of each
species on a given territory. A great diversity is a guaraitgtability because each species
can be in one or more food chains and by consequences, if @eeesmloes not contribute to
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an aspect of the ecosystem, another one can probably do it.

To develop heterogeneous communicative systems, variotsgols have been proposed.
They are characterized by many parameters like media sypjaia transfer rate or security
level. This diversity is also a problem because it means aipitity to see devices that ne-
cessitate special protocols to communicate with. A safutiere is to develop devices that
include different communication capacities, for exampteart phones are now built withni-
versal Mobile Telecommunications Syst@uMTS), Wireless Fidelity(WiFi) and Bluetooth
interfaces. This kind of solution is the easiest way to ptewva universal communication de-
vice but at the cost of redundant hardware. As for the hetsreiy observation, protocol
diversity allows to study different solutions with the otijge of nding a better way to com-
municate. When it is combined with the encyclopedic deaniti it can be observed that net-
worked systems use this diversity to extend their sizes aoldein time and space. Based on
this assumption, a de nition that ts the proposed work issdhat describes a characteristic of
systems that are composed of multiple and different elesndiris guaranty that those systems
are resilient and can survive in the time and in the space.

1.3.3 Decentralised Systems

Decentralization is the transfer or sharing of decisiorkimg power from a central net-
worked element toward lower-level elements. It signi eg tfivision of power from the top
down within any organizational hierarchy.

The last point concerns the eld of command and managemdrihe’global scale, systems
are controlled by a completely decentralized structure ifiternet is an example for decentral-
ized systems. It shows that the entire structure can wotkowitany central command system.
Moreover the information routing systems allows to dynaitycadapt data orientation de-
pending on the system life. This kind of architecture is a @dul way to provide the capacity
to change in the time and the space to any system. Based avbiesvation, many different
aspects concerning networked system are studied and caasenfed under the denomination
of Complex Networked Computing. These are a set of diffgpeirits of view connected to the
general idea of sharing available resources to reach a corgoad. This topic and its different
orientations are presented in the next section.
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1.3.4 Peer-to-Peer Application and Concept

On top of this structureReer-to-Peel(P2P) applications come as completely decentralized
sharing system. They can be described as follows: In a P2®rietthe "peers” are computer
systems which are connected to each other via the networka tObacompute can be shared
directly between systems on the network and without a clecardroller. In other words, each
computer on a P2P network becomes a data provider as wellaa aedjuirer.

To reach this goal, electronic research and engineeringgsvare used to realize the in-
frastructures and the devices that integrate differenttfanalities. These functionalities are
completely integrated in embedded electronics that hayjermsanstraints in terms of power
consumption and logic areas.

Figure 1.6: The three important properties of self-orgadigystems.

Figure 1.6 shows the three important characteristics densd in this work which are also
related to the properties observed earlier: Heterogeriengrsity, Decentralization. They are
linked together into a virtuous circle: Dynamic requirest@nomy requires Interoperability.

1.4 Electronic Technologies: Con guration Point of View

In this section, the main technology used for this work issprged with a focus on the
con guration point of view of the FPGA technology.

Figure 1.7 shows the three main chip technologies that ctearae electronic engineering.
Moreover, it shows where FPGA is positioned consideringdbeelopment paradigms and
their combinations: programming, con guration and design

Until now, most electronic systems are designed to be stdéce, static means that when a
system is designed, there is no solution to modify its preiogspart except by adding a exten-
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Figure 1.7: The three main technologies and possible caatibims and extensions.

sion board using common interfacé&eripheral Component Interconnect ExpréBEI-E) is a
good example of these interface. In this global concept dflimg systems, it is a main limi-
tation regarding the dynamic environment where electrepgtems should evolve. The main
limitation is the necessity to shut down the local systemnaenew hardware computation
functionality needs to be added. This context has led to thergence of FPGA technology
which is a descendant technology of the concept presentgsif0]. This concept proposes
an electronic architecture composedoked plus a variable structureThe rest of this section
presents the original chips technologies and the diffdf®@&A con guration possibilities.

1.4.1 General Purpose Processor Design

It is well known thatGeneral Purpose ProcessdiGPP) offers exibility. Using this kind of
architecture with today's multi-core chips has the advgetaf clearly separating the hardware
part from the software part. Using an operating system toagaiardware resources, software
solutions can be developed without the entire knowledge@aing the hardware. This fact
is not completely true but can be generalized to most apgmicalevelopments. This is the
main advantage of this kind of technology but unfortunatbl hardware side is not exible
and it is based on a technology that leads to the obsolescéribe platform. On the other
side, multi-core chips can be seen as coarse-grain recoabfgl system where core can be
used to different purpose. Consequently, these archrescare therefore a limited solution for
self-organized systems.
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1.4.2 Application-Speci ¢ Integrated Circuit Design

On the other handipplication-Speci c Integrated CircuifASIC) designs are the best so-
lution to provide the best performance for a given applaratiUnfortunately, performance has
a cost, in terms of development and in terms of capacityioisin. But in spite of the best
performance that can be achieved for any functionality enntation, it should be noticed
that it is also possible to design mixed technology chipss Kind of chip includes static parts
that can be designed for a speci ¢ application and besidg thcon gurable structures can be
implemented.

The Actel SmartFusion™technology is good example of this. rAis presented by Actel,
SmartFusion intelligent mixed signal FPGAs are, at the mupene of the rare devices that
integrate an FPGA, ARM® Cortex™-M3 and programmable ana@ogomponent offering
full customization, IP protection and ease-of-use. Baseddel's proprietary ash process,
SmartFusion FPGAs are ideal for embedded hardware desigier need a true system-on-
chip (SoC) solution that gives more exibility than traditial xed-function micro-controllers
without the excessive cost of soft-core processor coresaglitipnal FPGAS.

Following the evolution of the technology and the arrival3® chip design in addition
to many-core processors, new technology combinations eagxpected providing extreme
exibility and performances but also new challenges likedissipation in those complex chip
and distributed memory management.

1.4.3 Field Programmable Gate Array

For this presentation of the FPGA structure, a focus is edmn the FPG/Static -
Random Access Memof$-RAM) technology that allows to de ne an FPGA as recon ghoile
as opposed to the one-time con gurable FPGA based on asgitechnology. As example, the
FPGA architecture of the Virtex series from Xilinx is pretsh

Figure 1.8 shows how FPGASon gurable Logic BlockCLB) resources are routed inside
the FPGA [Inc02]. The Con gurable Logic Blocks (CLBs) arestmain logic resources for
implementing sequential as well as combinatorial circiits10a]. It is based on an intercon-
nected logic grid that can be con gured in order to connegtddlocks. The goal is to realise
a logic function. To achieve this, con guration tool chasr® designed to offer a maximum of

exibility into the FPGA utilization.

2. Description from www.actel.com
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Figure 1.8: Virtex Local Routing [Inc09]

First-Con guration

Within this recon gurable FPGA technology, different caguration modes are possible
and are detailed in any FPGA con guration guide [Inc10bkd?se technical aspects are not the
main point here but instead, the focus will be on the desonpif recon guration aspects. To
run an FPGA-based system, a rst con guration is necessasget up and start the FPGA. This
step is possible by simply loading a bit le into the FPGA. Bés contain FPGA con guration
information. Considering a SOFPGA design, this step is wigextt all communications with
other electronic chips like Ethernet, memories and compatian controllers. It is also used
to boot a possibl®peration SystenfOS) which is a key part of any computing machine.
Unfortunately, SRAM based FPGA does not keep a con guratianemory when turned off.

Total-Recon guration

After the rst con guration of the system and if no problem @gars during this phase,
it may be necessary to RE-con gure the system to correct ar @r the logic design. This
possibility is one main advantages of SRAM-based FPGAsijtas@vhy they are very popular
for development processes.

In electronic design build with at least one FPGA chip and G chip, total recon g-
uration is the possibility to recon gure the entire FPGA kvénother con guration le. In
this case, FPGA can be considered a recon gurable co-psoceSuch a design is already a
powerful solution that allows to dynamically implement giggl hardware structures that are
dedicated for any special computation.
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Partial-Recon guration

FPGA technology provides the exibility of on-site programng and re-programming
without going through re-fabrication with a modi ed desigrPartial Recon guration (PR)
takes this exibility one step further, allowing the modation of an operating FPGA design
by loading a partial con guration le, usually a partial bie. After a full bit le con gures
the FPGA, patrtial bit les can be downloaded to modify recgarable regions in the FPGA
without compromising the integrity of the applications mimg on those parts of the device that
are not being recon gured [Inc10a].

With this capacity, a complete implementation in a SoFPG#t thas the possibility to
recon gure itself is possible. In such design, the statgioa can integrate a processor used
as a controller for the recon gurable region. The integratis deeper in this case and allows
to reduce a lot of electronic problems like the design of PtbB,power consumption or line
delays.

Figure 1.9: Simple Con guration System.

Figure 1.9 presents a simple con guration system that camsled in the case of rst con-
guration, total con guration and partial recon guratiorit simply shows a structure to load a
bit le into an FPGA device.

Dynamic-Recon guration

Dynamic partial recon guration allows to recon gure a FP@art during run-time. It is
an improvement in a way to think about recon guration andcetenic design. That is the
possibility to modify a circuit without the necessity to $thown the entire electronic board.
Of course, it is not a physical modi cation but the concepteiising a grid of logic blocks to
implement the more adapted function gives another degrideeofy in the design of electronic
devices.
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For example, design methodologies are in any case depeoddmiman decisions, and
because making errors and mistakes are characteristiastdrinbeings, they can be made at
any moment in the development process. Having the pogsgitolmodify part of a design after
fabrication is a great advantage.

Auto-Recon guration or self-recon guration

Figure 1.10: Simple Con guration System

Auto-recon guration states for SOFPGA that it can recorrgutself at run-time. Ulti-
mately, auto-recon guration allows systems to change gwaes by using the same electronic
resources to realize a new function at the hardware levelk dtcombination of partial re-
con guration and dynamic recon guration. It is the main kewlogical aspect that is used
in this work. Figure 1.10 is a representation of a auto-repmable system. To enable this
auto-recon guration, an internal access to the logic isunesyl.

System-Recon guration

System recon guration is a term used to describe how a sys@mbe recon gured in-
dependently of the technology. In other words, systems bie ta recon gure themselves
with or without FPGA. For a networked system, recon guratis the possibility to change the
con guration, not at the hardware functionality level butsgstem functionality level, where
its organization of tasks can be managed. It represents wimypusing standard computer
architecture which was described earlier.
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1.4.4 Recon gurable System Versus Adaptive System

Beside recon gurable system, the eld of adaptive systenmsciv has the aim to propose
systems able to adapt some of their characteristics isestieg. Adaptive systems are for
example crucial for space application which are speciaiytéd in the possibility to access
the system due to its localization [Vis10]. Both recon ghl@and adaptive systems are trying
to provide exibility.

1.4.5 Embedded Electronic Design

Embedded electronic devices are characterized by someamdiconstraints in compari-
son with classical electronic system. These two main clriatics are logic area and power
consumption. These two factors can be solved by FPGA reagatipn technology where a
region in the FPGA can be isolated in order to reuse its logmemonents for different functions
or to completely remove a module when hardware acceleretioot necessary. The reusability
and moreover the possibility for the system to do it alonenis of the best advantages that is
given to design modern systems.

1.4.6 Possible Combinations

To improve the power of electronic design, some combinaticam be made from GPP,
FPGA and ASIC chips. As presented in gure 1.7, three pobBés can be proposed. By
adding ASIC design and FPGA structure into the same chip anelitectures can be proposed
like competitive analog interface combined with additiore@on gurable logic. Another solu-
tion which is already available is Recon gurable SOFPGA veh&PP can be combined with
dynamically recon gurable IPs. Beside that, the combioabtf all three GPP, FPGA and ASIC
fabric could be an ultimate possibility to provide maximumxibility and maximum perfor-
mance in a unique chip. In this work, Recon gurable SoFPGA& studied and an analysis is
proposed in chapter 3, 4 gnd 5.

Conclusion

This chapter tries to give a general idea concerning theiposif recon gurable computing
research and FPGA technology in the middle of computer seierFigure 1.11 shows the
background of the concept proposed in the next chapter. pliags that the technological
environment reveals some properties like heterogenditgrslty, decentralization, for which
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Figure 1.11: Work Background and main properties for regumable and self-organized sys-
tem.

it is possible to oppose other properties, such as Dynamitprfomy and Interoperability in
addition to existing concepts and technologies, FPGA, okig, recon gurable computing
and peer-to-peer concept. After the presentation of thigsaand, the state of the art will be
presented in the next chapter.
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Chapter 2 State of the Art
Introduction

This chapter aims to present the state of the art of the topie projects presented do
not constitute an exhaustive list of all existing projeat$ instead, this list tries to review the
most recent research in the eld of recon gurable computifgree different sections are used
to precise some historical references, some high level and®ystems and nally, some low
level on chip systems.

2.1 Classical and Historical References

2.1.1 Classical references

To start this presentation two references can be cited. T$teone is Static and Dynamic
Con gurable Systems (1999) by Eduardo Sanchez and Moshge&iprhis paper describes
four applications in the domain of con gurable computingnsidering both static and dy-
namic systems, including SPYDER (a recon gurable procedsuelopment system), RENCO
(a recon gurable network computer) Fire y (an evolving niiee), and the BioWatch (a self-
repairing watch). [SSH99]. In particular, the Fire y application can be mentiorf&&GM* 97].

It describes a cellular programming approach together aitl-PGA-based implementation.
The results shows that evolware systems exhibit enormduas gaexecution speed compared
to execution on high-performance workstation.

The second referencelynamic Hardware Plugins in an FPGA with Partial Run-time-Re
con guration (2002)by Edson L. Horta, John W. Lockwood and David Parlour [HLTPQR
shows the utilization of partial-recon guration in a ruime recon gurable architecture and a
design methodology design of the static and the dynamis jgdithe system. In addition, the
authors use this kind of architecture in network orientesteayis. In [Loc01], a prototype plat-
form named Field Programmable Port Extender (FPX) is ptesiein experiment on evolvable
internet hardware.

2.1.2 Point-to-point Connection and Communication

In the case of communication aspects and in particular goHpbint communication, the
work of Matthias Dyer and Marco Platzner (2002), [DPP02] [D®Yis useful. In this work,
a networked recon gurable system is proposed. It showsrtegration of a complete system
onto FPGA, including on LEON core processor used as a comtrahd a Ethernet connec-
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tion. At the time, the communication aspects were alreadgutised and their work showed a
complete communicative and recon gurable platform.

2.1.3 Bus Interconnection

In the case of an architecture of recon gurable systems oBA;Rlifferent systems can
be presented: the tool-set presented in [MNAB], the bus systems presented in [HBB04]
[HUKBO4], the generic model presented in [MCI4] and the runtime environment for re-
con gurable Hardware Operating Systems presented in [VJP04

All these systems describe different aspects obth€hiptechnology. They showed bus in-
terconnection for multiple recon gurable region. Theseésiare designed to offer a maximum
of exibility in the management of recon gurable modules.

In addition, these systems are based on a decade of researelesan gurable comput-
ing that saw many different projects [Har01]. In [MMB3], a gure tries to describes the
recon gurable architecture until the beginning of the aewyt
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Figure 2.1: Evolution of recon gurable architecture [MM@3]

Three versions can be observed: the rst one aims to incré@d® performances, the sec-
ond one tries to minimize the bottleneck between GPP and F&@lNast one combines re-
con gurable architecture and data ow-based algorithmsj®" 03].
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2.1.4 Operating System and Recon gurable Architecture Codesign

On top of this architecture, a software part is necessanptral all functionalities. In
[MMB * 04], the Gecko and Gecko? platforms are presented. They ioenabrecon gurable
SoC implemented on a Virtex 2, an ARM processor embedded iorapa@q iPAQ 3760 and
an extended operating system used to manage multitaskimguétiple hardware resources.
Results show the complexity of speci ¢ operating systenithuth a special scheduler.

2.2 High level Multi-Board Systems

2.2.1 RecoNodes/ReCoNet Systems

Figure 2.2: Multi board project from the ReCoNet ProjectK[FD3]

The aim of this system is to overcome the de ciency of desigiomation of recon gurable
devices, in particular FPGA-based architectures. Thisigdkely to be reached by supplying
models and optimization methodologies for dynamic haréwacon guration. Those models
and methods are part of a kind of operating system for hamlwegon guration in charge of
the resource management at run-time. Concretely, thetige¢iens target mathematical op-
timization of strategies and methods for the optimal marneege and use of novel and future
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generation of recon gurable hardware. Those recon gueattiips are currently used in dif-
ferent technical systems. Due to the practical barriertligehigh recon guration overhead as
well as the lack of theoretical models and methods, the piatesf recon gurable hardware
could be only narrowly exploited. The goal is to show thasérg technologies can be used
to overcome many dif culties mentioned above. New impulaestherefore expected for the
development of a new generation of chips.

Figure 2.2 shows the example selected for the ReCoNet projeich is a self-healing
networked system using recon gurable technology. It idglesd for an automotive application
[HKTO3]. The ReCoNet project is a full project from which & laf other technology elds
can be of bene t. It shows a number of properties like seHiimg, autonomy and exibility
which make a system autonomous in its hardware utilizatrmhraanagement. For example,
the ReCoNet project has contributed to the development ef af4ools that allows to easily
realize Recon gurable Systems.

2.2.2 Scalable Self-Con gurable Architecture for Reusal® Space Sys-
tems (SCARYS)
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Figure 2.3: Local and networked self-healing solution & 8CARS system [SJAS08].

TheScalable Self Con gurable Architecture for Reusable Sgaystem§SCARS) is speci-
cally focused on developing an architecture in which indival, modular components and
subsystems are integrated in order to:
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1. Coordinate their actions for a broader range of objestiteence go beyond mission-
speci ¢ requirements;

2. Adapt to changes in mission objectives over time and apéraomputing and commu-
nication capability;

3. Respond to hardware/software anomalies automaticatly self-healing action at both
node and network levels.

It proposes a two-level self-healing methodology for imasiag the probability of success in
critical missions. This proposed system rst undertakesihg at node-level. For this purpose,
a built-in self-testing and fault detection, isolation aedovery capabilities to offer 100 per-
cent node availability are developed. Failing to rectifg 8ystem at node-level, network-level
healing is undertaken. The network automatically assigasésk of the faulty node to another
node inthe eld. That eld node then recon gures itself torcaout the new task while running
its original task. The prototype recon gurable architeetdemonstrates the network’s capabil-
ity for self-con guration and each node's capability forfsesting, fault-recovery/repair and
computation optimization in the context of image procegsin

Figure 2.3 shows the self-healing levels of the SCARS ptogsicthe node level, the gure
shows the organization of the structure that allows to uerdnt resource sites as a possibility
to repair itself. At the network level, the idea is to shareduies and resources with the same
objective. The properties shown here are self-healinganyo and adaptivity.

2.2.3 iBoard System

Figure 2.4: The IBoard Version 2 [HA10]

1. Description from the SCARS project team website: wwwgreamizona.edu/ rcl/index.html and [SJASO08]
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iBoard is a highly capable, highly reusable and modular FR@ged common building
block for instrument digital electronics. It is targetedhose space-borne instruments that re-
quire high-performance on-board processing capabilifiee design methodology is detailed.
The requirements of ight instrument digital electronissdescribed and the implementation
of the rst prototype, iBoard 2 is presented in [HA10].

Figure 2.4 shows the i-Board system 2. The main advantadesoystem is its integration
into a complete vision of shared hardware resources. ltlisccastrument Shared Artifact for
Computing It is here the question of the autonomy of different systdrascan reuse common
FPGA resources for computing.

2.2.4 Multimedia Oriented Recon gurable Array

Figure 2.5: The MORA Architecture [LPCO7]

The Multimedia Oriented Recon gurable ArrafORA) project is a coarse-grain recon -
gurable array optimized for multimedia processing. Théesyshas been designed to provide a
dense support for arithmetic operations, wide internal Bandwidth and ef ciently distributed
memory resources. All these characteristics are combimedai cohesive structure that ef -
ciently supports a block-level pipelined data ow which iarpcularly suitable for stream ori-
ented applications. Moreover, the new recon gurable dedure is highly exible and easily
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scalable. Thanks to all these features, the proposed ectinié can be drastically more speed-
and area-ef cient than a state of the art FPGA in executindtimadia oriented applications
[LPCO7]. Figure 2.5 shows the architecture which is a arfgyrocessing units including both
Random Access Memofi AM) and Processing Elemer{PE).

2.3 Low Level Network-On-Chip Structure

2.3.1 OverSoC

Figure 2.6: The OverSoC exploration and re nement ow [MHB9].

The global methodology based on the original concepts adddeby OverSoC is the explo-
ration of a distributed control of dynamic recon guratiom this way the methodology aims
to explore the appropriate OS services that will be necgdsananage the RSoC platform. It
relies on an iterative approach based on the re nement gisees depicted in Figure 2.6.

Exploration is de ned as an iterative process: modelingudation/validation and explo-
ration. The inputs of the method are the speci cation of thpligation as a pure functional C
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code and the system constraints. Once the system is valjdatedesign process starts again at
a lower level of abstraction until the nal system descrypti At each level of abstraction, the
goal of the exploration depends on the separation of cosqaradigm. This paradigm is de-
ned as a 4 steps process where the following concerns acessively addressed: application
speci cation, architecture description, RTOS de nitioncaplatform re nement [MHV 09].

2.3.2 ReCoBus Project

Figure 2.7: The ReCoBus-Builder design ow [KBTO08].

To keep the design complexity in these days FPGA-basedmsgsteanageable, higher ab-
straction levels are highly desired. In future, FPGA desigwill have to think more in mod-
ules and not so much in look-up tables. To assist this prottes&eCoBus technology provides
a exible back-plane bus that is highly optimized for reguséructured FPGAs. This allows
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for plugging pre-synthesized modules together in a marireris comparable to the system
integration known from PCB-based back-plane buses (fomgka VME, PCI, etc.). The in-
tegration of such modules is carried out without any timescwning synthesis runs or place
and route iterations. Furthermore, by the use of partianmagration, single modules can be
hot-swapped in a few milliseconds at run-tifne

Figure 2.7 shows the ReCoBus-Builder design ow. The preesdn the fat boxes are
performed by ReCoBus tools, while all other simulation tegsis and place and route steps are
based on external tools. This system provides an integdatgidn tool and the communication
structure for recon gurable modules [KBT08]. However, thgeci ¢ function and paradigm
for designing a self-organized system depends only on tegyaer. Using ReCoBus tools
provides an easy to understand way to design recon guraistess. In combination with the
dedicated bus that allows to connect recon gurable modtihescomplexity of the systems can
be increased without making the development too dif cult.

2.3.3 DyNoC

Figure 2.8: DyNoC modules implementation and routing [BADS].

The goal of the Dy-NoC project is to have a communicationastiructure in which the
reachability of packets is ensured, independently fromctienging topology which occurs

2. De nition from www.recobus.de
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when components are placed and removed on the chip. In iis &ftase, the communication
infrastructure is a normal No@rocessing Elemen{®Es) access the network via a network
element. Additionally, direct communication paths existvieen neighbor PEs. In this way,
the network elements are only used for communication betwea-neighbor PEs. As stated
earlier, the placement of a module in a given region of thg chakes the routers in that
region useless, since PEs belonging to the module are lgiaminected. The idea is then to
implement routers as reusable elements which behave & sautheir basic con guration, but
can be used by a component as part of its logic. Such routdseamailable as programmable
hard macro on the chip. Whenever a component is placed inea gagion, only one router is
necessary for this element to access the network. Withgatdbgenerality the router attached
to the upper right PE of the module is used [BADB].

Figure 2.8 shows a DyNoc on board communication infrastingctThe DyNoC project is
an example of FPGA internal communication structure.

The DyNoC Project shows a dynamic NoC implemented on FPGAaiAnof this project
was to propose a communication structure that can be dya#iynre-organized in order to
provide a scalable interface between recon gurable maduleis an example used to show
that communications are also studied at the logic leveidenthe FPGA. Be consequence, the
RSS proposes to extend this proposition to network levekide of the FPGA. The selection
of the DyNoC as reference for the RSS project is based on tlesving assumption:

— Extension of the discussion of communication: insidesioigt the FPGA

— Discussion of dynamic con guration mode of “con gurati@emputing” or using more

actual terms: discuss the dynamic properties in the coofexeicon gurable computing.

— Show that recon gurable architectures are doing candidatimprove Complex Net-

worked Computing.

It provides the idea that communication structure can evehth the module placement
and system activities.

2.3.4 C-U-NoC/Q-NoC

This centred communication approach allows communicatemveen modules dynami-
cally placed at the run-time on the chip. The C-U-NoC repnespacket switched network
of intelligent independent routers called Communicationt(IC-U). The main role is to route
the address packet from the source to its destination in ardigally changing network. The
C-Us are characterized by novel routing algorithm basedeptiority-to-the-right rule, their
unique structure and speci ¢ connection with the computiegpurces [JTBWO09]. Figure 2.9
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Figure 2.9: C-U-NoC [JTBWO09].

shows dynamically placed modules and placement rules irl0.

The Q-NoC project is an optimization of the C-U-NoC. It prde$ more powerful routing
architecture. Th&) is just the optimization o€-U which can also be pronounced [Q]. When
the C-U-NoC provides a central buffer and a unique routirggdothe Q-NoC provides for
each direction a separate buffer and a separate routingngialgic blocks more reactive and
greatly improving the bandwidth.

Those projects are centered on the routing and reroutingecdsyof NoC by thinking about
C-U-Switches and Q-switches. Together with the ideas oNO¥, its idea of recon guration
shows that a NoC can also be patrtially recon gured. Moredtier recon guration is here
possible with dynamically placed module on the array.

2.4 Project Observations

Considering all those examples and the main requirementiefigning a microelectronic
self-organized system, it can be observed that the globaicgment where recon gurable
technology should be deployed is not at the center of thesyspeci cation and consequently,
the inherent interactions are not really studied. The agerability is a central question be-
cause the possibility to push recon gurable computing $diinit depends on its association
with other elds of research. In addition to these projecisr research tries to include this
particularity into the design of recon gurable systems.
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Conclusion

Within this description, the RSS concept of will be propogedddition to some experi-
mental tests that demonstrate the relation between attmothat was presented earlier and in
particular the triple: Autonomy, Dynamic and Interopeli&pproperties.

To complete this chapter, a chronological view of reconajule computing is proposed
(see gures 5.10 and 5.11 in annex 1). It shows links to othexstjonable aspects and the
historical links between the concept, the technology aedritegration of recon gurable com-
puting.
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Chapter 3 Proposed Concept
Introduction and Overview of the Problem

Classically, a networked system is organized around noassdoon a central GPP architec-
ture running under a@perating SysterfOS). The main objective of this OS consists of con-
trolling the hardware resources and scheduling the cortipataf tasks over time. Generally,
in this type of controlled architecture, the entire knovgednd information are concentrated
at the highest abstraction level. The decisions are diffisea top to bottom approach. The
lowest level is represented by modules that constituteytkes. On the other hand, in a de-
centralized control structure where the decision makingasised by each node, information
and knowledge go around in the inverse sense, i.e. from ttterbdo the top of the organiza-
tion. These two notions are dual and complete each othegtadhe node level, the other at the
network level. These two types of centralized and decenéidlsystem are illustrated in gure
3.1
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Figure 3.1: Control examples: Centralized and decen&dliz
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For a Recon gurable Self-organized System, the number sksdhat can be simultane-
ously executed depend on the available resources wittsmgtivork. Because the size of the
Recon gurable Self-organized System is variable in timd anspace, the maximum number
of simultaneous tasks is dynamic and depends on the numBeooin gurable Self-organized
Nodes. In this context, the scheduling problems are diffeeexd more complex than in a
classical system where a centralized control is requiradeéd, the strong variability of the
environment of these systems makes that the control systesiribt operate in an optimized
and ef cient way. Centralized systems present bad perfooean terms of reactivity, exi-
bility, sturdiness and recon gurability, because they hased on a rigid and not so adaptive
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structure. Nevertheless, centralized systems presedtggrformance in terms of productivity
which is essentially due to internal optimization. In terofssturdiness, if the central con-
trol system detects a failure during its working time, thérersystem becomes inoperational.
This is the main reason for traditional design approachesdan centralized systems to get
a new decentralized orientation. In this decentralizedraation, the global management is
distributed in all constituting nodes of the system. Theieractions allow the emergence of a
global control. Table 3.1 summarizes these two integratases and show the main differences
between them.

control centralized | control decentralized
architecture rugged and static| exible, programmable
and dynamics
relation systen$ module modules module
approach top-down bottom-up
communication one to many many to many
response to perturbations low high

Table 3.1: Comparison of two types of control.

Within systems using a decentralized control managemariti-agent systems have a spe-
cial place. A lot of different examples of these systems aada@ble. These systems are mainly
based on a GPP architecture and software solutions. Fewpdasexist of decentralized con-
trol systems based on dynamically recon gurable hardwamectires like FPGA. In general,
FPGA based systems are mainly based on static controlstesctTo address the requirements
imposed by the self-organization assumption for reconaiplie systems, a new architectural ap-
proach based on decentralized control should be concemdand developed. Nevertheless,
an ef cient management for recon gurable network requisesne speci ¢ services. Among
the most important are the task scheduling and distribgveices that ensure a correct execu-
tion of all application tasks on the resources of the netwddksolve this problem, we propose
a model of Self-organizable network systems used for amttisk scheduling and distribution
on recon gurable system-on-chip architectures.

The concept oRecon gurable Self-organized SystéRES) is presented here. Itis the com-
bination of the recon gurable technology and the peer#eipconcept. It is used to contribute
and to integratdRecon gurable Computingnto the world wide technological environment.
RSSstudies recon gurable computing at two different levelse hode level and the network
level.

This chapter is composed of four sections and it is mainly$ed on network and commu-
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nication details. The rst one presents the origin of the R868cept. The second one describes
the concept itself. After that, properties and limitati@ne discussed and nally an analogy is
made to compare the concept with a simple idea view.

3.1 Concept Development

The RSS concept comes from the study of networked systenepbtagether with recon-
gurable computing concepts and technologies and with theeovation of related research
projects.

3.1.1 The Local Market Global Symbiosis Concept

O O O

Figure 3.2: Issue a request (a), Retrieve answers (b) andr@xsion job (c). [BCM 09].

A simple concept was de ned to deploy new featurescal Marketplaces Global Symbio-
sis (LMGS). The concept is distributed according to principdésupply and demand within
the network (see gure 3.2).

The simple idea is that every device does exactly what it detentbe the best according
to its stored parameters. The minimal software to activake tpart in the process consists of
two elements: a customer which issues requests to the rietavbave a certain job done and a
purveyor that answers requests for jobs with the costs rigeukif it would be commissioned.
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The effort a device makes to create the answer can vary wiDelgending on its computation
power, knowledge, and storage capacity, this ranges fram@ereturn of standard values to a
complex measuring where the load, the utilization of thea'®domponents, or the probability
for the effectiveness of anticipated recon guration migkttaken into account. For example,
in sensor networks, communication is the most expensiverad distribution of work should
be chosen to minimize the overall traf c, maybe by executngt of tasks locally through to
recon guration of the node.

Request

The requests issued by the customer component of a nodestohaituple as follows:

Request= f Source; T arget; Requester; DataV olume; T ask; MaxH o (3.1)

where Source contains the data source for the task, Tamgettia sinks, and Requester the
device which posted the inquiry. Data Volume holds the quandf data to be processed with
Task. Max Hops speci es the maximum number of times a requestbe relayed by a node's
neighbors.

Source, Target, and Requester may be partly or completettixhl, we included mecha-
nisms to distribute jobs within a channel between data soand target. The values can be
one-to-one identi ers of nodes or might as well contain walakds to address groups of nodes
so that, for example, modi cations that have to be applied s®t of devices can be launched
by a single command.

The Data Volume will be taken into account when an offer isegated for the request. It
usually in uences the decision whether it is more apprderi® solve a task in software or
in hardware and if the data may be processed remotely or ddhemunication costs for that
would be too high.

To be able to specify a task or a whole group of tasks, we stigdesrarchical mechanism
nomenclature which comprises every single service thabearendered in the network under
one root node.

As Task in the request structure is not limited to one atowii; jt may be a list of tasks.
These lists may contain jobs that are to be processed ségjlyeot in parallel ranging from a
single data-source to a single target, to complex data ovtis multiple sources and targets.

Finally the restriction to Max Hops ensures that inquiries @ot simply ooded through
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the net but stay local working off jobs at a kind of in situ metfdace when sensible. This
is of course only if the local neighbors provide approprsdéutions to tasks at a reasonable
price. The composition of this “cost” will be presented ircéen 4.2. The idea behind that is
obvious: since we are able to recon gure devices to servaaliy any need, even small local-
ized groups are highly adaptable and will be able to cope mitist challenges with optimal
ef ciency. Thus, data will in general be kept in a spatialgrrow cloud, so that communication
is minimized. In the current and the next section we will @plhow this is reconciled with
the claim of super-regional cooperation.

To publish and nd services to Il in a valid request basigathree mechanisms can be
deployed. First one central directory server knows whichadeoffers which services and has
to be prompted for every job to work off. If it fails, the whotetwork is paralyzed. New
services have to be entered, causing additional traf c.

Second, searches for certain services are ooded througlvtiole network. This is very
exible, but rather inef cient.

In this work, we have developed a third approach, a hybridtswi between the two pre-
viously mentioned ones. Here data is ooded only within thesest neighborhood. Only if
the answers from them are insuf cient, say because noneeohéxt nodes wants to execute
the requested task, the job is advertised again, this tintte avhigher number of maximum
relays. Additionally devices keep a more or less extensstef other remote hosts, to satisfy
a certain request. In this manner not only local offers bs ahore distant ones will be taken
into account. Distant ones possibly suit the current Siudietter. The maintenance of this list
is closely related to the structure of offers replied to aie=g which will be covered in Section
4.2.

Generally, requests will be made to the direct neighborgatiae issuer itself. A neighbor
that nds the Max Hops greater than one reduces that countisands the request to all its
neighbours. Especially the answer from the node itselftisr@sting in this regard: with the
possibility to recon gure, scenarios can be managed whenensunication cost is very high
and nodes have to cut back on transporting lots of data thrtheynet.

Offers

The response to a concrete query contains two elementgo#tesectorthat the replying
device is estimating for supplying the service and the losabf known providershat are also
capable of satisfying this particular request:
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Offer = fCostvector’s; ListOf KnownP roviders g (3.2)

Costsmean gures given as multiples of a base cost. For exampéerdmsmission of
one byte of data over a wireless Bluetooth connection wiklbet more expensive than over a
wired Ethernet link. We identi ed three dimensions of cgsittions:time complexityenergy
consumptiopandspace usageThus, a device's purveyor calculates the cost vector faisk t
A according to:

CA = (ZK EK PK )t:W (33)

whereZy denotes the cost for the local effort concerning tifgg, for energy, andPx

for the required space. W contains the willingness of theageto spend part of the speci c
resource to locally execute task A as a diagonal matrix. Aebatdriven device might, for
example, want to lower its willingness to accept very enarggsuming jobs as it runs low
on battery power. The nal cost-vect@, is passed to the issuer as part of the offer. The
list of additional service providers is being built up thgluogging of messages indicating the
commission of a node for a particular task or through dediteewriting. On the one hand,
devices that relay an accept message (basically a requibsa\specially formulated task) to
a device store the target device and task together with ainagigm time. On the other hand
devices can advertise their capabilities by giving out aiestjto every other participant of the
net to amend its local list of providers. If it intends to stayhe community for a longer period,
the expiration time may be set accordingly, attracting@atisof requesters, locally and remote.

Negotiation Example

The ow of a negotiation basis on sending requests, retngvesponses, determining the
most appropriate solution, and commissioning a purveyohekVevaluating the replies, the
contained list of alternatives, maybe remote, providerg bwtaken into account and the se-
lected ones may be prompted for a bid. This enables the sytsté@msorporate both: decen-
tralized and distributed computing as well as central sesviike the storage of gathered and
processed data. When answers came back in or after an anfdimepthe customer deter-
mines the optimal partner to commission and it allows thaageto emphasize a rather fast,
energy-ef cient or space preserving execution of a taskpddeling on the computation-power
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and -willingness the node might accept the earliest offenay run a multi goal optimization
on the large data retrieved to nd the best trade-off.

The Local Market Global Symbiosg6 MGS) Concept was presented in [BCM9]. It
proposes a concept of networked system where each nodeedia nd tasks that must be
processed by the nodes group. It can be summarized as a ke#lvere nodes are always
trying to nd a new job.

3.1.2 The Local Intelligence Global Symbiosis Concept

Figure 3.3: LMGS element versus LIGS Node

The rst evolution of the LMGS concept is thepcal Intelligence Global SymbiodsIGS).
The LIGS proposes to look at the LMGS from another point ofwi¢here resource availability
is at the center of the element collaboration instead of gasantity for the LMGS.

In other words, it proposes to reconsider the LMGS to seeatrastwork where each node
is not looking for other tasks but can only ask for computatesources. Consequently, nodes
have the possibility to reply or not to reply to any resoureguests. The main advantage is
that the communications are completely decentralizededddthe LMGS concept is limited
to a dynamic set of a small central task market place and t6&ldonsiders each node of the
network as a fully communicative entity.
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Figure 3.3 shows the LMGS element and the LIGS node, sidedgy 8ilore precisely, the
LMGS element is presented as a market place where tasks @tabd®. The LIGS node is
presented as a node able to manage tasks and resourceetod@giare 3.3 also depicts the
advantage of the LIGS which is to give the initiative to theles.

3.2 Recon gurable Self-Organised System: A P2P Recon -
gurable Technology

3.2.1 De nition

Figure 3.4: How to use the concept's terms.

Figure 3.4 shows a representation of the terms used to dedbe proposed concept.

A RSSis a modular and complex system based on recon gurable hareliechnology
which is able to organize and restructure its own activityitgractions of its intelligent nodes
and without external in uences.

Beside this de nition, we also de ne:

— Recon gurable Self-Organized Nod@SN)
— Recon gurable Self-Organized Enti(iRSE)

RSN and RSE are used to discuss the intelligent networkedmaysased on the RSS con-

cept, where RSN describes the intelligent nodes that ateptre RSE.

Kevin Cheng 51



Chapter 3 Proposed Concept

RSNis the base unit of RSS. They are intelligent nodes in theedbias they are able to
communicate with other RSNs without being externally madad heir main characteristics
are dynamic behavior, autonomous capacity and interopétalwith systems based on other
electronic technologies.

RSE s used to qualify how an RSN group interact and compute tgsksrated by
the users. By extension of the self-organization and emeegeoncept, RSEs can be
distinguished from a simple RSN group by the emergence pépies developed duge
to the RSN's interactions.

3.2.2 Environment and Application Field

RSS are thought and designed to be part of the actual netd/orkastructure where nodes
and any other system can communicate, exchange and woithéog&he Internet structure is
good example of this kind of environment.

Beside the technological point of view, a parallel can bewiréo the standardization of
communication protocols. In order to allow a communicalink between nodes, it is crucial
to use the same protocol.

3.2.3 Computing Model

The computing model is based on the concept of recon gurabiaputing used together
with a peer-to-peer communication structure. The goal isotmbine the advantages of auto
recon guration provided to local systems with those of a pbetely decentralized communica-
tion system where each node or RSN is dynamic, autonomousitandperable by de nition.

Using this model, the problem is turned into a le managemm@nblem and a scheduling
processing process. These problems have a lot of diffecdntiens that are proposed in the
research work on operating system and le systems. Undsrdéscription the computation
model can be described as follows:

F(Ty)=f1 f2 f3 ot fa(Te) = R« (3.4)

where,9n N, F is a functions applied to the ta3k (x denotes the task numbef. can
be decomposed into a setfofsub-functions. These sub-functions are applied sequigrita
Ty. Finally Ry is the result.
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In the computation model, can be processed on any RSN of the RSE. RSNs are charac-
terized by their existence in the time and in the space.

OO0
OO0
OO0

OO0 O

Figure 3.5: RSS Computation Model.

O O O

Figure 3.5 shows the organization of a RSE on a two-dimeasgnd over the timesapce.
RSN are symbolized bi,m» wheret is the instant time and, m are used to give a position
on the grid. Considering RSNs existence, the account ofadbtairesource can be de ned as
follows:

y
Re(t) =  Ngpmdt (3.5)

whereRe(t) represents the quantity of resources at a certain moment.

3.2.4 Simpli ed modelling and formalisation of a RSS

An RSS that integrates the general aspects presented abbustrated by gure 3.6.
In a more simple manner, such a systems will:

— Adapt their behavior to any disturbance,

— Distribute, in case of a node failure, remaining functionsasks to other nodes,
— Replace their modules using auto-recon guration,
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Figure 3.6: Self-Organization Criterion of a Recon gural3ystem
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— Detect the modi cation of input data and adapt their gldiethavior through the possible

functions of the nodes for new computations,

— Organize in an autonomous way their nodes to make them teguhgempt future pro-

cessing tasks.

By considering theecon gurability of a system as a hardware architecture, the systems
will be able to change its form or function during various ggsses over time, and the term
dynamicthat is attributed to recon gurability as a characterigiica system able to change
its state, the de nition of a dynamically recon gurable $gs1 is reached. Moreover, due the
fact that the dynamic recon guration of a system repres#msanost promising aspect of the
realization of the self-organization principle, the egjtlrelations between that principle and
the recon gurable technology should be established.

A new cooperative intelligent hardware design concept n@l system self-manage is
proposed. The basic concept of this design is based on dgr&tractures calledhe Stream
that presents the main mechanisms of our self-organizedrdapproach.
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Let us suppose that there is a networked sysidhat is composed dfl modulesE; (1
i N), that can communicate and exchange data. Each mdflutarries out a certain
function or taske (t) at a given timet. Each module's function presents a part of a set of
the available functions (or serviceS) that could be accomplished by the given module and
contributes to achieve a global functig(t) such agy(t) 2 S, whereS represents the set of
functions which can be implemented by the considered sgH+ozed network nodeg(t) 2
S;S= ;0% Gy ). Dened in this way, the system can be described by the ¥ahg
set of expressions [Jov09]:

g(t)2S;1 i nn2N: (3.6)

X
g(t) = g (t);0<i;j<N;n 2N: (3.7)

iij =1

where each tasg can be localised and places on each recon gurable RSN.

3.3 Using Recon gurable Hardware in a Self-Organization
context

The self-organized auto-recon gurable system comes frioenassociation of self organi-
zation and auto-recon guration concepts [MMDBO07, JTWO8h realize this concept, a real
multi-FPGA system that is self-organized and composedtefligent networked nodes is im-
plemented. In this network, the nodes are able to choose diei tasks, depending on the
resource requests sent by other nodes. These recon gurablks ensure a certain exibility
and adaptability to the distributed system. Two nodes @@ @ble to communicate directly to
exchange data. In practice, each FPGA represents onergalitped node of the network. It
allows to implement a complex embedded architecture thasists of processor cores, hard-
ware blocks (i.e.IP blocks), dynamically recon gurable area unit®SRU) and Network on
Chip (NoC) in the same circuit. Each node associated with memory rfext@nd/or embed-
ded) containing local bitstream con gurations, is able tpgort dynamic applications and to
ensure the execution of several tasks within the same reso&urthermore, these nodes are
associated with sensors to collect data and at least onesitékt#ghat gathers all the informa-
tion and offers an interface to other nodes. Figure 3.7 slaowesxample of our self-organized
networked architecture. It is composed of self-recon dueanodes.

Kevin Cheng 55



Chapter 3 Proposed Concept

Figure 3.7: Architecture of the networked Self-recon ghbleanodes.

Our networked multi-FPGA system is based on an automaticdessribution by using a
Stream and allowing each FPGA unit to open direct commuiicgavith any other FPGA unit
with the objective of exchanging data. By exchanging daththa associated partial bitstream

le, our self-organized system realizes the relocation @iputation tasks with this objective
to create a entity that can morph in real-time.

3.3.1 Task distribution Stream Concept

To ensure an ef cient execution of the application, the-setfanized network must manage
tasks dynamically using the support offered by auto-regomable nodes. Due to their nature,
auto-recon gurable nodes are limited not by the number sit$ahey can process sequentially
but by their recon gurable regions that contain procesdogjc. These processing logic re-
sources and regions must be con gured at rst, in order tdizeaa computation function. In
this case, a con guration step is necessary before the begjrthe processing. It can be a
dynamic recon guration or an auto-recon guration. Thigh&ology allows the adaptation of
the system using partial recon guration that does not distbe rest of the design. Moreover,
RSE must be able to perform multi-task and allow the dynan@oagement of several actions
simultaneously.

Resource Requests are limited to information about theitssk and exclude completely
the knowledge about the receivers. In this context, the emess of the neighborhood nodes is
emergent and comes from the potential replies.

For any reply received, the requester automatically disthe existence of another node.
Moreover, the requester node can start teamwork with the tieat it knows about.
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To answer these problems, the proposed cooperative géetliapproach is based on a
stream that travels from node to node and which containsfmtmation necessary: the task
identi cation numbers and the names of the different les.hi§ information allows self-
organized nodes to decide by themselves if they want to haetbhew to establish direct
communication links with the requesters. The direct comication links are established to
exchange bitstreams les and data les. Moreover, the strean be updated by all nodes
that want to request help from other nodes. Figure 3.8 ithtiss the mechanism of the self-
organization based on the proposed stream concept. It sth@Mask distribution and the
point-to-point data ows used to process organized taslks the networked entity. This is part
of the main originality of this thesis work.

Figure 3.8: Task Request Stream and temporary Data ordatstruxes.

The main objective of this stream is to gather informatioowhasks that must be processed
by nodes and by extension the networked entity. For exaniptiede receives a request from
nodg and ifnodg has a free recon gurable region, it can replyrtodg by asking for the les
associated with the concerned task. In other words, a resoaguest is followed by a le
request.

It is important to consider that the stream is not a contmicstire. It does not impose any
decision on the networked nodes. Its main role is to gathdrigfiorm requests. The stream
allows a self-organized task distribution. It can be usetthouit being completely aware about
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the entire entity. Also, it can be realized using an undegyprotocol, for example TCP/IP,
and it is composed of two levels. The rst level is the requestam and second level is the
point-to-point data ows.

The request level is made to connect nodes together butwtiimy central control and with
a minimal protocol. The data le level is made to exchanges la a reliable way. These two
kinds of links can be designed using packet based protoodisexhnologies. Any communi-
cation standard can ensure additional quality of servicéhiose communications. Figure 3.8
illustrates the different communication types. The regjgggam that reaches all nodes of the
network is shown in black. The temporary uxes created tagfar data or bitstreams between
nodes are shown in blue and green.

In summary, when a node accepts to process a task, it askstforadd bitstream to re-
con gure its DRU. For instance, aodg chooses to execute a task speci ed in the stream. It
sends back a le request to exchange data and bitstreanmaity . Furthermore, the concept
of resource and le request is completely dependent of theelsantelligence that constitutes
a distributed intelligence and a non-centralized hardwargrol required in the design of a
self-organized system. Indeed, by giving to each node thsipiity to handle their own jobs,
it is possible to create self-organization properties authany kind of node. This concept is
particularly adapted to auto-recon guration mechanisnD&U (see chapter 5). Figure 3.9
depicts the ow control graph of the self-organization maeism based on dynamically recon-
gurable nodes and which produces a cooperative intelligeaechanism. In this graph, two
mains direction can be followed: the allocation of a new taisthe processing of a task.

In the case of a task's allocation (on the left side), it ist veri ed if available resources
exist that can be shared. Therefore, the data le and thecaged bitstream le are present.
These veri cations imply the discovery of the location oéttask. If the les are not detected
locally, it means that requests must be transmitted in dalexchange those les.

It corresponds with the second part of the ow (on the righdegj where the node is waiting
for the arrival of le. When the bitstream le is received,gmode can recon gure itself. After
that, when the data le is received, it can be processed onglady con gured module.

The task distribution stream is the most important part efsélf-organized recon gurable
entity. It is a self-managed system that uni es all nodesdiyning a computing group. All
information necessary to make a decision and communicateravided to any node. Its main
goal is to provide information in real time and create on egaet organisation. Secondly, the
stream is designed to manage a scalable number of taskslenxgrto the resources workload.
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Figure 3.9: Control ow graph of one self-organized node.

3.3.2 Theoretical Stream Structure

Figure 3.10 presents the stream'’s frame used as informstiiocture. It is composed of the
following elds that correspond to three different kindsrefjuests:
— The number of tasks in the stream that have to be procesdbe kyoup.
— The data elds used to de ne the type and the status of eamphests Ctrl). This request
eld is used to identify the bitstream con guration le or ¢hdata themselves:
— Task request,
— Bitstream Request,
— Data Request
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Figure 3.10: Request frames.

— The Bitstream Identi erBS_Id eld indicates which bitstream has to be used to process

data.

— The Data Identi er D_Id) eld indicates which data has to be processed.

As de ned, there are three different types of request: taskiest, bitstream request and
data request. For all of them it is not necessary to know tisérgion. It is a particularity of
the concept. A node sends a request without any informabontahe entity. Each task has to
be identi ed by the Control Bit, thé8S_Idand theD _Id. This distribution stream achieves a
cooperative intelligence allowing the census report, taeagement and the localisation of the
tasks in each node of the system through a particular conuativeé mode. It concentrates the
minimal information needed for a self-organizable and aetmn gurable node to collaborate
with other nodes.

Point-to-point data ows Structure - Data Exchange Communication

When a node accepts a task from the stream, all nodes areniedothrough the stream
itself. It engages a le transfer with the requester. Thelgedo get the con guration le
necessary to implement the hardware function that is nepess process data in a local node.
Fluxes are created for short moments in order to transfesetHes.

The point-to-point data ows use a transfer protocol basediata packets for the stream
and the data. The messages sent using the data uxes are sedpica xed number of packet
Np(Np 1).

The packets are composed by two elds. The rst one is bleaderthat contains the
destination address and the packet's length. The seconldisethepayload it contains data
that are corresponding to a fraction of the les that aresraitted. Figure 3.11 describes the
packet frames used in the uxes. Therefore, if the appraoitstream is not already in the
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memory of the local node that ensures a task computatiornw@oemunication is established
to download it. This strategy is important because it is rudsible to store all bitstreams
directly in the task distribution stream. Moreover, thipegach has another advantage because
each bitstream can be duplicated in a second unit. In this ivaye unit breaks down, the
global system does not lose the considered bitstream thartkgs redundancy. This concept
is used to protect the information and moreover for the sgoof the bitstreams.

Figure 3.11: Packet format of a data ux.

The data exchange is established when a node accepts artdisis. dase, this unit can ask
to have the data which has to be processed after the seli-groation.

3.3.3 Generation of bitstream and data request

Each global functiorF is composed of many sub-functions or sub-tadksy;f. Those
sub-functions are a pair of identi er88_Id D_ID) used to associate data and bitstreams.

F=h g f(BS_IdD_Id) (3.8)

It is the minimum information to transmit in order to orgamiasks without any knowledge
of the entity. Using this information, each node is able to gare itself with the best hardware
functions.

Any node can send a request on the stream and when anotherecedess it, it can select
a task in it, remove it from the stream, and send it back agdie.stream can be seen as a list
of request:

S = fRr1;Rr2;Ress; Rpo; g (3.9)

with S the streamRt; the request TaskRr, the request TaskRgss the request for the
Bitstream le 5,Rp, the request for the Data le 2. In this stream, each node cdroademove
a request to participate in the entity's activities.

If a node needs to distribute work, it can send a request omagiedistribution stream.
Therefore, when another node accepts a request, it writeghe control eld and generates
two requests: a bitstream and a data request. For thesedquests, the node uses bitstream and
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data identi ers as its own identi er. For the auto-recon igtion, the node takes the identity of
the bitstream. Consequently, the bitstream request iatieg/(at the same time) the identi er of
the bitstream and the address of the destination.

Examples:

1. Bitstream request: (four control bi8S_idor node Id), the node takes the identi er of
the data.

2. Data request: (four control bitS, Id or node Id)

In this way, when the stream is read by the entity, each nodeloack the combination of
identi ers. If there is a match between bitstream, data estjand node identi er, the commu-
nication can be temporally established.

3.3.4 Social Organisation

The social organization of RSN is centered on the node igexlte. By giving enough
capacity to manage their computation tasks and their coroations, RSNs are free to evolve
in the RSE and to be a part of any computation task. With thesmation each node has the
same kind of functionality.

Figure 3.12: Node Functionality that constitute the batiRSN.

Figure 3.12 shows the functionality that allow us to creatiae relation between commu-
nication and local processing resources. By extensiostlita basis for the social organization
of RSE. Based on the kind of structure, any RSN can cooperaskofor cooperation from
any other RSN. Within this communication point of view, albRs are designed to be fully
autonomous and have the possibility of creating proceggiogps to solve tasks.
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This description shows how a networked node can react depgnd requests to organize
itself. Depending on its own activity and available PR Regiathe node can decide to con-
tribute to the execution of common processing tasks andirgaee itself to compute data.
This kind of description gives a certain autonomy to nodeklats them decide what they can
or cannot do. In other words, the control or management oforied tasks can be spread and
then all the system can be seen as a decentralized conttehsys

Tasks dependencies add the notion of morphing the RSE stesctTo solution tasks se-
guences, RSN are spontaneously forming little groups. &lesups are formed to share re-
sources in a more ef cient way. In this complicated entibg hotion of self-organization and
emergence need to be correctly determined to understambpiema that are appearing. The
parallelization of tasks is one of the main bene t of this cept.

3.4 RSS Properties and Limitations

Figure 3.13: Three interdependent properties in a douhile pbview.

At this point, two remarks are necessary to include propgrtoming from chapter 2 into
the concept presented here. The rst remark is about the bet@avior of a network system.
At the local level, each node needs to provide server andtdiiehavior at the same time. It
is a well-known concept that takes into consideration tlcettaat a user provides intelligence
to allow a RSN be autonomous and dynamic. This introducedliopgnce into system This
concept has evolved and can be seen as including also tle mdtilynamic autonomy which
is important for the self-organization and emergence ptogeeof those projects.

The second remark is about collaboration and intelligepeoative aspects. These as-
pects are as important as the node description. Propefteygamics and autonomy can be
completed with interoperability which can be summarized amgood wheel cycle.

Figure 3.13 shows the integration of the three key propeitio this work. It is evident
that there is a duality of the macro and the micro levels. @phalization can be applied to
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Figure 3.14: The dependency stack of technology.

both levels and it places the problem in perspective withatieto illuminate the complexity
of their relation.

3.4.1 Autonomy at Local Level

The proposed concept attemps to respond to the three obidstict that describe what
is necessary in a networked system to integrate new featme®volution capacity. For the
autonomy at the local level of each RSN, the possibility tmowinicate tasks is provided by
making a link between the low level hardware and high levéirgre.

Figure 3.14, shows the stack of technology that de nes the&cgire of RSS concept. In
these concepts, and in layer 4: Partial Recon guration &egind Software Application are
directly linked together. Layer 1, 2 and 3 can be seen asthetste to unify them. In addition,
the four layers together allow to integrate the triple prtipe set: Autonomy, Dynamic and
interoperability. At the local level, the concept is makR§N intelligent.

3.4.2 Dynamic Organisation

Figure 3.15, shows a scenario of RSN collaboration duriedithe. As it is shown, RSNs
can be grouped at a tinté and grouped differently at time or t3.

Concerning the dynamic property of the system, and moragelyahe dynamic organiza-
tion, this characteristic is reached by providing the passy to reply freely and depending on
available resources.
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Figure 3.15: Dynamic cooperation evolution

Consequently, under a RSE, RSNs can produce an organizhtiamically. Indeed, be-
cause of their ability to be independent, RSN can organige fbbs in a group spontaneously
created.

This gure also shows a representation of self-organizadnd emergence. During the
time, RSNs start collaboration in a self-organized ways klso possible to see the locality of
collaboration.

3.4.3 Interoperability with other technology and network

The two characteristics presented above lead to the thiedrelated to the interoperabil-
ity issue. This characteristic is provided by the possipilo use the software side of the
application for other systems that do not include FPGA tettgy including recon gurable
technology.

By assuming the RSS as a combination of a control applicatiotop of an existing elec-
tronic structure andn chiprecon gurable logic, it is possible to use this modularityin-
tegrate RSE into an existing networked computation strectiThis is due to the possibility
given by actual main electronic architecture used to pmygedneralist computation machine
that can compute any application. These structures are toadkow users to make them
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evolve manually by adding new electronic devices to conepbetreplace old devices.

From these structures, the control application of RSS casdded as any other program.
Consequently, computers can be seen as a half RSN withaut ggeable logic. Additionally,
FPGA development boards including PCI-E interface can be atided into this computer to
form a complete RSN made from a standard computer.

3.4.4 Other properties

The realization of a RSS leads to a list of expected properédes explained before, they
relate to the behavior at the local level but also at the hehav the created RSE.

For a decade, the FPGA technology has been offering thelplitysof building systems
which are auto-recon gurable. It is particularly obviousthvthe introduction of the partial
recon guration technology that allows to recon gure onlpart of a FPGA at run-time. Us-
ing this advantage, a SoC can include any hardware acaziethiat can tinto a prede ned
PR region. Today, auto-recon gurable systems are statbnige integrated into networked
systems.

The Five Self-Properties

Another set of properties exists that gives a good view df@ganization: the 5-self de-
scription. Considering the FPGA technology, the self-argation concept can be extended
to a system where electronic hardware modules can be rethcdthis makes it possible to
add another degree of freedom to the management of resodreesoncept of the self-stars
described in [6] proposes a complete approach to implenefhbgyanization properties. It
is composed of ve stars: Self-Recon guring, Self-Managjirself-Optimizing, Self-Healing,
Self-Protecting.

— Self-recon guration. The FPGA technology offers the possibility of building ateys
which is auto-recon gurable. Itis particularly obvioustivihe introduction of the partial
recon guration technology that allows to recon gure onlypart of a FPGA at run-time.
Using this advantage, a SoC can include any hardware aatmigerthat can t into a
prede ned PR region.

— Self-managementThe rst improvement of the self recon guration stars is tkelf-
management star. It explains how a networked system caniaggiself by distributing
tasks to the nodes that compose it. The management of gaitsileams is an example
of self management. By exchanging partial bitstream wikttert systems, any system is
able to physically evolve.
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— Self-optimizationSoftware or hardware processing? This question is conth¢ati®ad
balancing methodology [2] and heterogeneity of the syst&lost of the time, it is de-
ned in advance because most systems are de ned in a way tllegbriocessing is exe-
cuted in software. In the proposed system, the de nitioreabin guration parameters is
necessary to make a decision between software computatébhadware recon gura-
tion. In this context, it is the beginning of optimization.

— Self-healing. In the same way, the possibility for a self-organized systerheal it-
self allows to improve the working time of the system. Anatheenario concerns the
possibility to have a defective component in the system.rdfoee, a multi-zone recon-
guration system could be a great advantage to re-impleradrdrdware accelerator on
a viable partially recon gurable region [7].

— Self-protection.The last star relates to the security of such complex syst&nssid-
ering the fact that there are a lot of faults in the securitg@imon software system
environment, the possibility to encrypt security compdeéma hardware module that is
removable offers an advantage to such technology.

Starting from this point, the rst self-star (Self-Reconugation) becomes a standard prop-
erty of systems. This is due to the implementation that iskelecon gurable technology and in
particular the utilization of dynamic partial recon guiah. Two degrees of recon guration are
possible. Locally a node can adapt itself by recon guringdweare modules, and at the network
level these modules can be exchanged by the nodes. The feensatelf-stars are properties
that are studied in relation with the hardware structurejeets like ReCoNet and SCARS give
good hints concerning research in the eld [4] [7]. In paul&r, the SCARS project proposes
a complete demonstration of the utilization of recon gueabardware to realize a self-healed
system.

3.4.5 Requirements for the implementation of an RSS

To create a recon gurable system satisfying properties exygectations imposed by the
concept of self-organization and/or emergence, reseancksvweoncerning conception method-
ology for these systems must be followed. This section sumzesmthe main requirements for
this kind of system characterized as self-organized anshrgarable:

— Some dynamic recon guration capacitiesabling to change the global or local structure
in an effective and reliable way. Partial Recon guratiootlteique presents an interesting
aspect for the conception of various functions after thégietime. Indeed, the possibil-
ity of modifying a hardware module during run-time withowgitading the functionality
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of the rest of the system allows self-restructuring of thstem giving a realistic self-
adaptive solution.

— A distributed control mechanisthat is spread over the system and that enables a global
management starting from node's local control mechanismasBume a good coordina-
tion between those nodes, the control mechanism must edbeandorse a support for
computation functionality.

— An inter-node communication structufet is robust, distributed and scalable. The nodes
coordination can be assumed by a communication protocbktearly de nes the ex-
changes of information and data. It should allows exchamgishigh-speed. The con-
sequences of such communication technology are the optilmizof the communication
workload between nodes and with external entities. Theweaations help to initiate
emergent properties like collaborations between nodedthee a certain proximity.

— A cognitive learning mechanisthat allows the system to learn from its previous experi-
ences and that uses this skill for the resolution of new sdna. This learning process
allows the system to react to any known situation in an affeand rapid way. In ad-
dition, it helps to reinforce behavioral response. Theneay technique must provide
to the system a way to optimize its behavior to converge tncan optimal solution
concerning collaborative behavior.

3.4.6 Technological and Conceptual Limitations

The concept has many limitations concerning both techncédgnd conceptual aspects.

Technological limitations

The rst limitation is technological and it is partial recguration that implies partial bit
les. These bit les are dedicated to a speci ¢ kind of FPGAigland they are also specic
to a prede ned area in this chip. This leads to the rst digisbetween either a homogeneous
RSE with identical RSN or an heterogeneous RSE built witfecBht kind of RSN. The result
is the necessity to create for each logic functionality,tao$®it les which can be used in the
largest set of FPGA type. Itis the rstlimitation: the hatgeneity of FPGA and bitstream les
for the same function. This work focuses on homogeneous R§Nemented into a standard
network.

The second main limitation is the non-deterministic timeassary for the controller, usu-
ally a GPP, and particularly to accessAtsthmetic Logic Unit(ALU). The OS is crucial for
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this. Most systems are not running at real ti@ygerating SysterfOS). Then, it is not precisely
known when the tasks can be treated.

The third limitation concerns the diversity of communiocatprotocols like Ethernet, WiFi,
3G and so on. In the best case, an RSN should be able to seddmtshprotocol at any time
and evolve with them.

The fourth limitation is related to RSS communication poatiatself, because it does not
require any response. RSN must integrate a timer that allowtetermine if it should help
itself and process tasks sequentially.

The biggest technological limit is that electronic teclogyl provides non-biological ele-
ments that are still not really a part of the natural envirenin There is a phase difference
between biological elements and technological elements.

Conceptual Limitations

The main conceptual limitation concerns the de nition oife-like system, the selection of
the characteristis which should be integrated, and thedetation of how to recognize it. It
concerns the knowledge about the world behavior, cyclesrdaathctions. Consequently, pre-
tending to mix natural computing and recon gurable compgtis just a questionable solution
that aims to determine what is a biological systems usingnelogical systems.

To focus in computer science eld, the concept of recon guescomputing is mainly based
on FPGA technology which is really limited because new wayseton gure a system must
be discovered. It can be imagined, for example, a machireetabhechanically change some
of its components, like a video processing card.

More importantly, the computation concept itself is a liatibn to undecidability and an
intractable problem. Notions like NP complete problems polgnomial spaces are important
at this level.

3.5 Compatibility with the Peer-to-Peer concept and the bds
RSS

3.5.1 P2P Compatibility

The main characteristics of the P2P concept is the compldedentralized structure, the
complete autonomy of each node and the complete decompositi les that allows data
transfer from different sources simultaneously.
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The RSS concept integrates the two rst characteristicgla@third one is notimplemented
because it can be considered as an optimisation which ddes into the research of the
elementary node and system.

3.5.2 The Best Theoritical RSS

The theoretically best RSS can be compared to the actuah#tteith its nodes that are
a combination between human users and computation devicédss model, nodes are at the
same time intelligent and manually recon gurable. Morepyeiman users are able to use
different devices relatively at the same time which can lensss the possibility to upgrade
hardware within being disconnected from the Internet.

Conclusion

After presenting the most important aspects of the recoragle technology, an analysis
of the self-organization principle is proposed with an R$&optic de nition. Therefore, RSS
is de ned as a system enabling its restructuring and its pameent without any external con-
trol. In addition, the RSS has the capacity to adapt itselfripredicted modi cations of the
environment where it evolves using its nodes interactiaitg hardware recon gurability. The
de nitions of self-organization characteristics are givie the context of dynamically recon-
gurable systems. Each characteristic has been formabeetillustrated using the example
of an RSS. A synoptic schematic of this RSS is also proposdter fat, using an analysis
of self-organization characteristics in the context ooregurable systems, the requirements
for the design of an RSS are established. Also, the maintaathral aspects that enable the
realization of RSS are identi ed and summarized.

The rst aspect to consider in the design of an RSS is the @chire approach. This
aspect contains the distributed control mechanism and dlyehat the decisions, at the system
level, are taken through the local mechanism. The cooperatielligent aspects forming the
system play a fundamental role in the design of such systérmdsed, the characteristics of a
scalable communication system are presented in order fx #ialan to recon gurable hardware
systems. Finally, the last aspect to consider is the notfoself-learning that is integrated
through the analysis of past activity.

The second part of this thesis details the two rst requiretador the conception of an
RSS, the general architectural approach to such systemghandter-node communication
structure that integrates the decentralized and self-g@anant aspects. In chapter 4, a solu-
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tion to achieve the implementation of an architectural apph enabling to decentralize the
control of the system and its management in an autonomousidapgendent way is presented.
It also validates the proposed approach through the deéthe adopted concept as a part of the
autonomous surveillance camera network denoted PICSgd&wot Intelligent Camera System
project). Chapter 5 presents some results of such impletiens and a discussion about the
RSS as a possible implementation of natural recon guratmmputing system. In this design
application, we show how to organize self-monitoring pssieg by driven cameras, sensors
and detectors based on a network without a centralized neamagt and a control of human
operator. We also present one solution to add intelligemtied self-managed system. In prac-
tice, we propose a system that can select the appropriaterafion for processing in runtime
which is based on FPGA Virtex 4 Xilinx technology exploititige hardware recon guration
ability and the adaptability in time and space.

As presented in this chapter, the RSS has a number of adesritag has one major draw-
back. It is complicated and uses a lot of different techni@®gThe topic of the RSS concept
is also addressed in two interesting thedeghitecture Recon gurable de Systeme Embarqué
Auto-Organis§Jov09] andArchitectures, Methods, and Tools for Distributed RunetiRecon-

gurable FPGA-based Systerfisoc09]. This thesis presents complete information conicey
methodology and tools to manage auto-recon guration [K&hd link with MPSoC research
[Jov09].
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Chapter 4 Realization and Implementation of the RSS Concept
Introduction

The main objective of this chapter is to show explicitly thgmeering work to build the
proposed RSS. It demonstrates a realistic solution thatiisnomous, Dynamic and Interop-
erable Using new paradigms described in chapter 3, all detailhefrelation between the
conceptual ideas and a real implementation are exposed.chhapter is focused on the node
level implementation which is the starting point to estsikan intelligent and scalable system.
As described earlier, the aims of the work is to demonstteted properties to the networked
system by implementing them in each node.

To highlight the importance of the control distributionps@information about intelligence
is given. Beside that point, different aspects are used aavstardware parameters, software
and communication characteristics. Hardware parametamlyrdetermine the shared com-
putation resources. During the design time, the selectidhase resources is related to the
decision of what can be shared. The software side concegrdetfign of a control application
that is independently programmed in order to make it usablary computer structure. It
is a way to transform any machine into amrelligent machine. The communication options
makeRSNable to use any medium to send and receive information ta &B&s Using In-
ternet protocol stackRSNscan to be integrated into a world wide web structure or angoth
sub-network.

In addition to autonomy and dynamics, the intention to mRiSNsinteroperable makes
them ef cient devices of any electronic devices. A parati@h be proposed here with biological
units such as human beings. Both of them are able to comntantbay are able to behave as
they wish and they are able to use their hardware for diftgparposes.

This chapter is organized in ve sections. The rst one imtuges intelligence and arti cial
intelligence. It is used to show that making all individiREENsmore powerful is always a
bene t for the createdRSE The follow twos sections give the general details aboutitsgn
of RSNandRSErespectively. It is followed by a section related to the degiealized based
on dynamically recon gurabl&PGA The control application built foRSNis then presented.
Finally, to explain how to makBSEausing botrRSNsand common computers, communication
aspects are discussed.

4.1 Scienti c Remark on Intelligence

The realization of such a complex system must be de ned witdam and intelligence in
order to follow the main purpose. It tries to combine the @pideveloped in chapter 3 and the
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intention to giveRSEssome intelligence. This can be achieved by using commonistd
control structures and in particular the P2P communicairotocols. In addition, the question
of intelligence is raised and what it means in the domain afjgater science.

4.1.1 Intelligence and Arti cial Intelligence

The transfer of some functions from human to control systisrtie aim of a lot of different
working groups. It is also in the scope of tR&SSconcept. To achieve this, intelligence is
de ned as follows:

Intelligence is de ned as the capacity for learning, reasgnunderstanding, and similar
forms of mental activity. This de nition implies that the woept of intelligence is both multi-
faceted (i.e., re ective of many aspects of mental abilégy implicative of differences among
people (i.e., re ective of degrees of capacity, ability,aptitude among individuals). Yet this
de nition does not necessarily relate directly to the deion of intelligence used by scientists.
In fact, there is no consensus on the de nition of intelligeramong professionals who study
it (e.g., psychologists, educators, computer scienti&al08].

To tinto the concerned application eld, this de nition cabe completed with the de ni-
tion of Arti cial Intelligence (A.1.).

A.l., the ability of a digital computer or computer-contsa robot to perform tasks com-
monly associated with intelligent beings. The term is fremgjly applied to the project of de-
veloping systems endowed with the intellectual proceslsasacteristic of humans, such as the
ability to reason, discover meaning, generalize, or leeomfpast experience. Some programs
have attained the performance levels of human experts afdgsionals in performing cer-
tain speci c tasks, so that arti cial intelligence in thisrited sense is found in applications as
diverse as medical diagnosis, computer search enginespa®lor handwriting recognitiof.

In these two de nitions, communication is implicitly coneted with ideas developed. In
our case, the property dhtelligencedepends on data understanding and consequently how
to get and send back information. It is an important aspechisfwork to show thaRSE
has a communication capable system. Consequently, taeeaintelligent system, automatic
communication functions are required. These functiong teeshow that the system has some
intelligence. The goal is to approximate real human irdelice as much as possible.

1. www.britannica.com
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4.1.2 Intelligence Transfers from human toRSN

To transfer intelligence t&SN it is selected to giv& SNthe possibility to send broadcast
messages containing resource requests when they areesquiks described in chapter 3,
Dynamics, Autonomy and Interoperabiléye the three properties that are necessary to develop
the concept of RSS. They can be generated by thinking conuation in a way that allows
RSNto behave alone or in other words with Intelligence.

The relation between Intelligence and Control Distribatnakes the necessity of the com-
parison with natural systems more clear. The more nodestakigent and have information,
the more they can be free and autonomous. The ndeles of intelligences very dif cult to
estimate and nding references to do so is critical. Howetleg previous assumption is clear
enough to validate the necessity to study this point. Invldgk, an intelligent node dRSNis
designed to respond to this quest. Itis focused on its impigation of the triple seautonomy,
Dynamic and Interoperabilityln the next three sections, technology that allows to immglet
this concept in a way that ts this de nition is detailed.

4.2 The design of Recon gurable Devices

The goal of this section is not to give a profound course onAR&&hnology, but it aims
at guiding the re ection to a general idea about engineeR&)N

The design of aecon gurable devicas not so different from the design ofstatic device
The main methodology to build such a device can be describedset of three steps: the
de nition of static functionality, known dynamic functiatity, the development of the system
and the realization of the device. To be more focused on tl@@AFechnology, it consists of
the design of the main paBoFPGA the selection of aRPGA, the design of the con guration
tool chain and the design of an electronic board for it. Thal @b this section is to show the
limitations and constraints of recon gurable design.

4.2.1 Main Xilinx Technology Aspects

The implementation odRSSand the design of thRSNis mainly based on Xilinx Technol-
ogy that provides partial recon gurablEPGAbased or6RAMtechnology. The Virtex family
is selected because it is the most poweHABIGAfamily from Xilinx.

Two Virtex devices were mainly used, tMatex 4 FX20on PICSyplatform and thevirtex
5 FX70Ton theXilinx ML507. Swapping from generation 4 to 5 has a certain impact. Ire¥irt
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4 technology, the.UTs are designed with 4 inputs, while Virtex 5 technology allavwgsto 6
inputs pelLUT. The consequence is the reduction of necedsaily blocks for the same design
and the reduction of the routing requirements. This exaropkechnology evolution shows
that the quantity of computation resources, logic comptsenmore complex processor cores
implemented into the same chip is always growing. This sagnihat it is possible to build
larger and more powerful computation systems. Nevertbeteese systems are built at instant
t which means that they reply on the requirements for a cetiaie and they are limited in
terms of structure evolution.

Xilinx Partial Recon guration(PR) technology is the key factor of this work. The proposed
concepts and its implementations are derived from it. Asgmeed in chapter 2, it allows to
RE-con gure a part of theFPGA Moreover, thdCAP (Internal Con guration Access Port)
pushes the idea to the limit and allows fleGAto recon gure itself during run-time [Inc10a].

In addition, Designs Tools provided by Xilinx allow us to phaith a larger set of parame-
ters and possibilities. They mainly inclutleE, EDK, ChipScopgPlanAhead ISE is the basis
tool for Hardware Description Languag@iDL) module designEDK is composed oKPSand
SDKthat are dedicated t8oFPGAdesign.ChipScopeés an internal signal analyzer f6iPGA
PlanAheadis aplace and routdool that also allows to implemem®R characteristics and to
generatd’Rbit les.

There are also others tools such as the FPGA editor fromxXihiat allows to play with
FPGA logics directly. ReCoBus Builder [Koc09] is also uddfuplace and route modules
inside the FPGA.

4.2.2 System on FPGA Design

Figure 4.1 shows a general structure of a SOFPGA. Three pantbe distinguished: an
external memory, a static region and a recon gurable region

The static part has the main role in this structure. It is tharhof the system where a
controller is in charge of all functionalities. Two linkseagrucial, the rst one is the link to the
memory that is used to create a computation architectutéstitientical to a personal computer
architecture and the second link concerns the recon geradagions. Here, the controller has
a double interface that is used to con gure R Region over theCAP interface and to send
and receive data from the recon gurable logic circuit whicdn be seen as a co-processor.
Moreover, the static region is mainly composed of a corgrdhat can be a soft or a hard core
processor, it can even be a custom hardware controller. Hie Ipus interface is also present,
it is a backbone unify the all IPs of the SoFPGA.
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Figure 4.1: Architecture of System &iPGA

At this level, the limitation is the design itself. Buildirtilge SoOFPGAmeans that restrictions
are imposed on the system and specially the recon gurablesaare selected inside thBGA
By designing theSoFPGA the quantity of resources required for the static regiod e
known PR-modulesre de ned. It gives an estimation of whi¢gfPGA should be considered
for the design of an FPGA based self-organized system.

4.2.3 FPGA Selection

The FPGA selection is by de nition a limited choice that generates ttst constraints
related to the possible static and recon gurable regioessizlt also determines the type of
logic resources that can be used including the maximum peéoces de ned. Based on the
SoFPGAresource estimation, a specifEPGA can be selected but with a certain imprecision
with the idea that in the future nelBRR-modulegsan be designed for this platform.

As exampleXilinx Virtex 5 FPGA Familyis de ned by different characteristics.

— CLBs - Con gurable Logic Blocks

— DSP48s
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Block RAM Blocks
CMTs - Clock Management Tiles
PPC Processor Blocks
Ethernet MACs

— Max User Array 1/0

CLBs DSP48sandBlock-RAMblocks are basic logic blocks that can be completed with
CMTs PowerPCProcessor Blocks anithernet MAClocks to realize a complet@oFPGA
In addition, the size of UsdfO helps to determine how many electronic connections can be
made between thePGAand other on-board electronic components. Finally, thé&gge type
is determined in order to integrate tRRGA chip on the electronic board.

Figure 4.2 shows the architecture of Metex XC5FXT FPGAthis gure is rotated 90°on
right side). In particular, the two blue columns are B®P48blocks that can be really useful

for any Partial Recon gurable Modules because they incladet of hardware multipliers.

Figure 4.2: A oorplan of theXC5FXT FPGAarchitecture

In the case of thi&¥PGA architecture, the placement of the partial recon guralglgions
can be more efcient in the right side of the FPGA. As presdntere with this example,
the area location of th@artial Recon gurable RegiorfPR-Region) is limited by thé&tatic
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Region(SR) area location, the resources that are necessary id tharconnection interfaces
between Static and Recon gurable Region. To sum ufR&Aselectionis deduced from the
knowledge of the resources that are required of the desigimamnhich quantity.

4.2.4 Board Architecture

After the FPGA selection, the design of the board allows usaéie a connection between
the FPGA and the other required components likegtieernet controlleiand thememory chip
The memory interface is crucial to provide the best perfercea and it should be particularly
good due to the frequency of data transfers.

At this level, there is no difference to any other standareaaed electronic system. Nev-
ertheless, PCB design is always important because it egjtardetermine all interfaces, power
supply, input interfaces, communication, video outpustom interfaces, extension interfaces
and so on.

This is one of the main limitation of electronic devices kusinot the aim of this work.
However, for the global understanding, it is included amdpse notify.

It should be noted that when an electronic board is desigesgmicially a multi-layer board,
after manufacturing time it become extremely dif cult to dify it. The board cannot be
changed anymore.

4.2.5 Con guration Tool Option

FPGA technology offers many possibilities to con gure FPGRips. The con guration
strategy should be selected depending on the performaquied and board architecture. The
different con guration tool chain possibilities are:

— Master-serial con guration mode

— Slave-serial con guration mode

— Master SelectMAP (parallel) con guration mode (x8 and xify)

— Slave SelectMAP (parallel) con guration mode (x8, x16¢&32)

— JTAG/Boundary-Scan con guration mode
Master Serial Peripheral Interface (SPI) Flash con goramode
— Master Byte Peripheral Interface Up (BPI-Up) Flash conajion mode (x8 and x16
only)

Master Byte Peripheral Interface Down (BPI-Down) Flash garation mode (x8 and
x16 only)
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Details concerning all those possibilities can be foundne10b] but they are mainly con-
cerned with "manual” con gurations with hardware solusorAnother possibility is also de-
scribed in this document which is necessary for this systemely to use the internal access
using thelnternal Con guration Access PoiiCAP). This port is the key solution for offering
auto recon guration, as described in chapter 2, toRISN

Auto-recon guration is possible by associating a compkeof technology that contains
digital electronics, software design and informatics.hFecally, this means a special architec-
ture based oirPGA a SoFPGAdesigned to be partially recon gurable, an operating syste
layer and nally a software application that is used on tdptlak structure to manage every-
thing. It concerns all information presented before. Thaigieof such complex system must
thought in global way.

4.3 The Design of Scalable Systems

The design of a so callestalable systerdepends on the selected de nition. For this work,
it is considered that a scalable system is a system thatworiad and that can include or
exclude nodes during run-time.

In addition to auto-recon gurable capacifgSNcan also be designed as a scalable device.
This means that it can be upgraded at the hardware or softexsee For example, personal
computer architectures are designed to receive otherrehéctcards like a more powerful
graphical card or audio card and moreover all devices tletuiaing aUSB interface, WiFi
interface, memory stick and so cdRSNare designed in the same way.

To summarize the global capacity of evolution, the follogiist is proposed:

HW Update | Use of connection protocol technologyPR allows run-time update
Upgrade| Use of hardware redundancy PR allows run-time upgrade
SW Update | Inherent to software layer
Update | Inherent to software layer

Figure 4.3 shows a scalable network which is a mesh netwakides integrate or quit the
group over the time and space, making the system scalabteexBmple, the bi-color nodes
are part of the group from time to time.
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Figure 4.3: Scalable Networked System

4.3.1 Device Selection

The selection of nodes that can be the basisRBEis a central requirementRSNsare
Autonomous, Dynamic, Interoperable, and also recon gle#and self-organized. To tinto
this descriptionFPGAbased systems are the best system that exists at the moneatize
theRSSConcept.

Therefore, on open-minded view of tlRSSconcept allows to see the rest of existing de-
vices as limitedRSN In fact, RSNsare composed of on three parts: computation resources,
HardWare/SoftWar@HW/SW) block, and control application. With this struatyit is possible
to consider only the control application part and run it oy eamputation devices.

The device selection becomes dynamic and allows us to makSascalable.RSNcan
be seen as nodes that can be replaced by other more powedtks.nib is the core of thBRSS
concept. Thd&RSNscalability is the starting point fdRSEscalability.

4.3.2 Organization of Communication

Currently, the main communication structure is the Inteemal TCP/IP stack plays an im-
portant role. In order to make@SNinteroperable, the communication structureR8Nshould
be based on the same stack.

On top of this communication stack, the internal commumicedf RSEis based on the idea
of communication point-to-point data ows travelling froome node to another node in order
to propagate the information and data. A synoptic schenfRSEinternal communication is
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presented in the Figure 4.4. When possible, the systemstheeexisting problem locally.
If not, the rest of the system becomes aware of it and the wesgenerated in order to
progressively inform the rest of the system.
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Figure 4.4:RSEs internal communication uxes.

Actually, the management aspects and the dynamic hardivactse in the context of net-
worked self-organized modules has not been considered.aglé control needed to achieve
RSEmust be distributed over all nodes. Indeed, the increasasgl® of computation power,
exibility and interoperability, make the system more andmadif cult to integrate and to con-
trol. To address this issu, tieSNsare designed to control themselves by making themselves
more intelligent and by dividing the problem into smalleoiplems. With the ability to do what
they are able to ddRSNscan select to request help from otliR8Nsand also they are free to
service themselves. Figure 4.5 shows a scenario of resebereng betweeRSNsconnected
over the Internet network. This scenario is the most basiccam be duplicated many times
into a singleRSEcomposed of variable number BSNs

By Handling the TCP/IP stack and common computer architecillows the use of any
communication medium, wired or wireless, and the use of m@stmunication standards like
WiFi, WiMax, Blutooth and ZigBee.
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T need Help?
\;Im‘ernef"

Ethernet or Wireless
Links

Figure 4.5: Example of Self-Organization Scenario.

4.3.3 Bitstream Management

Bitstream management is related to memory management. fgiead before, the man-
agement of bitstream les results in a limitation of tR&SE

SinceRSEs are thought to be heterogeneous, they can be based oeulifignes oFPGAs
Different types ofFPGAsmeans different kinds oPR-Regionghus it necessitates a set of
bitstreams for eacRR-Modulg one partial bitstream le for each speci ¢ region.

This is another limitation of th&SSconcept because the size of bitstream les to be gen-
erated can grow exponentially. The management of theseelggires a more complex system
than just copying all of them in the same folder. Figure 4.6vahthe considered relation
bitstream/PR-region.

4.4 The design of thePotsdam Intelligent Camera System

This section shows the realization of RSNbased on a custom platform built for video
application and processing. It aims to demonstrate theliéigsand the reality ofRSSthat
tries to reach the goal of a highly natural system. The PICI&tfqgzm is developed at the
Institute of Informatics at the University of Potsdam [BZIWD]. This group was created in
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. J

Figure 4.6: Description of the relation between bitstredes and PR-Region.

October 2007, the development of the PICSy project startefipril 2008 and the platform
was operational in 2010.

In most of the existing visual processing platforms, the potation is performed in soft-
ware with high-end workstations to provide the required patational power. It is not unusual
to nd a cluster ofPCsin a production chain or even in navigating robots. Seqaéptocessors
like the Intel Xscaleor theDSPsused in embedded cameras do not provide enough computa-
tional power for complex image understanding algorithms. ovVercome this limitation, an
FPGA-based camera system that ful Is the previously membrequirements is proposed.
The goal is to provide a miniaturized system with a rich sentdrfaces and appropriate per-
formance. The ef cient partitioning of applications withet use of hardware accelerators in the
image processing framewo@penCVhas governed the design process.

Our motivation in designing a new platform was to provide aersal video processing
machine for use in various domains. This would help reseaschnd programmers to de-
velop and test their prototypes in the eld without havingéty on the cumbersome evaluation
boards or workstations. Video processing is a versatileadomhere requirements on an archi-
tecture vary according to the application and the goals. cimeputation is usually streaming
based. In front of the stream, eith€éCD or CMOSdevices can be used for the image acqui-
sition. After capturing the image, the processing is dona given number of steps, some of
which are iterated several times, according to the algaritiio ful | all these requirements, a
modular system consisting of a set of hardware modules,ahmations of which de ne the
possible system con gurations, has been designed. Aacgitdi the application and the target
environment, the viable combination can be chosen.
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4.4.1 Board Design

Figure 4.7 is a representation of the multi-board architecthat was selected to be built
as the basis for theICSyplatform. This design is mainly composed of two boards, tlaém
FPGA board, where the controller is implemented insid8@PGAand the Power Board
which contains power supply components and communicakgnents. In addition, thBensor
Board makes the design suitable for video applications while tleedebug Board is set with
LED and switch to facilitate the debugging of the platform. Theign of the proposed platform
aspires to be a general high performance image processatigrnph with real-time imaging
capabilities. To address a very powerful system in termsoafiutation and scalability, the
system is designed as a stackable board platform. In thigrdesdditionalFPGA boards can
be added to create a multi-FPGA system which, additionaffgrs the possibility to create a
fully dynamic structure.

Figure 4.7:PICSyBoard design

Figure 4.8 shows two photos BICSy The rst one is a photo without the chassis where a
fourth board can be seen. The fourth board is an additioraidoased to add multiple image
sensors through the custom use of Ri3d5connectors. The second photo shows the camera
within its chassis. Such con guration includes only the mBPGA board, the power board
and the sensor board.

The Virtex-4 FX series is selected as main technology, it is equipped witbrabedded
PowerPC 405rocessor. It has 19 224 logic cells and around 1 MBitckRAM The FPGA
is mainly completed with a 64Mbytd3DR-RAMand Ethernet interface.

A single platform with thd=PGAcomputation module and all the interfaces usually needed
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Figure 4.8: The PICSy Camera: a recon gurable system

would have made the system on a single board too large anstimgliishable from existing
prototype boards. Therefore, the computation was sephbita® the communication by using
a dedicated interface module for the connection of the systéh the outside world. With
this, we void on the one hand the implementation offR&Aand its con guration chain and
thus save space on the board. On the other hand, the systamasumzed because the growth
occurs in the third dimension. The current interface mogub¥ides many connectors, two for
USBdevices and one fddSB OTGconnectors, one for Ethernet and one for a s&Ri&aB23
nally it has a connector for power supply addAGcon guration chain.

Figure 4.9 shows more details concerning the componentgedeail on the different bo-
ards.

The main FPGA board, here called Coordinator Main boardymsposed of a Virtex 4 FX
20 FPGA, a DDR Memory chip and connector to interface thedwadth the other. In addition,
a JTAG end RS232 interface is implemented in order to allavRRGA con guration and to
set a communication link between users and the FPGA. Morgarether interface allows to
add a secondary portable memory and secondary System Maaag®ICU chip is present as
a secondary option to control the FPGA.

The Power Board, here called Coordinator Daughter boarhrigposed by power supply
components, USB interface and most important the Ethentetface. The sensor Board, here
called Camera head board, simply integrates an image séimsoomplete this design and due
to the intention to design a system that can physically eyatvs possible to connect additional
FPGA boards, here called Image sensor module. Those baardsmposed of an additional
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Virtex 4 FX 20 with its auxiliary components: DDR memory, ckoand PROM.

The interface between the FPGAs is designed as a powerfkbbae using LVDS tech-
nology. Also, the JTAG chain required to con gure additibRRGA is scalably integrated into
the design of the boards interface.

Figure 4.9: The?ICSyplatform architecture

4.4.2 SoFPGA of PICSy

Figure 4.10 shows a snapshot of theFPGAdesigned for testing thRSSconcept on the
PICSyPlatform. In this picture, three kind of blocks are showm tlontroller which is devel-
oped as a complete structure including memory, commupicatierfaces, clock management
and so on. More precisely the processor iBaaverPCembedded into th€PGA The PR-
Moduleis placed into théR-RegiorandBus Macrosare the interfaces between the static and
the dynamic part of the desigrBus Macroare logic resources selected to be the interfaces
between the static and the dynamic parts of a recon gurablEP&A.

This SOFPGA manages simple recon gurable arithmetic fimmstlike adders or subtracters
that are taking place in the singRR-Region The goal is not to design and study a video
application, but it should be useful to discover the tecbhggland use of auto-recon guration
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Figure 4.10: Caption of SOFPGA designed for PICSy

devices into a more complex structure. In [HBB04] and [HUKBGhe authors are working
at the NoC level where only PR technology and applicationcaresidered. This work aims
to integrate PR into existing macro networks like the ing¢rnThis means using standard
node architecture in a networked structure. Consequenthyvorks are complementary: ON
chip/OFF chip co-design. In addition, works of [HBB04] arldKBO04] presente a NoC
structure based on bus interconnection which can be exdeilodeomplex routing technology
including TCP-IP protocols.

The input of this Region can be either a switch of the debugdoa expansion output
of the PowerPC The computation loop ends by sending back the result cofnamg the PR-
Module to externaLEDs and on expansion input of tHeowerPC Data can be processed on
thePR-Moduleand directly managed by the control application.

Figure 4.11 shows an example of region organization intd/titex 4 FX20 The rectangle
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on the right side is a PR-Region. The rectangle on the le& sahtents the static part of the
design. The regions of the FPGA are real placement cons&raminimum of them must be
de ned to facilitate and process the place and route todhss Mmeans that describing only the
PR-Region is the most optimized option. Nevertheless tbpgsed gure shows two regions
to simplify the understanding of the design.

Figure 4.11: Placement example into a R-SoFPGA.

4.4.3 Embedded Operating System and Driver

Electronic and software technologies are clearly orietdgutovide static hardware systems
planned of obsolescence. This reality has a contradidti@software part that is fully dynamic
and scalable. This architecture is built to use these tdobies rather than how they are
de ned. This engineering work introduces auto-recon dgioa and to manage this new feature,
an Operating Systens used on top of this hardware to control recon gurable psses and
create the links between recon gurable logic componentstha control application.

The O.S.is based on a Xilinx embedded distribution that is compilathwhe Open-
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Embedded framework Xilinx drivers are now already included into GNU/Linux kex. They
just require activation during the compilation time. Fastexample, two drivers are used, the
ICAP driver originally written by John Williams [WB04] andv¢ GPIO IP-core driver. This
last one is used to control input and output of the embeddeckgsor system in static part of
the R-SoFPGA.

At this point, the utilization of the operating system is ion@ant for two reasons. The rst
one is the le system that allows le manipulation. Auto-mtguration technology allows to
create electronic circuits using les to con gure compoharrays, thus making sense to reach
and include a le system. The second one is the communicatiack that allows communi-
cation over Ethernet is useful to use the Internet so thatR®iMcan be deployed anywhere
at any time and in any kind of network. The created one can dé¢eithnological basis of an
intelligent self-organized and networked system.

4.4.4 Resource Management Software

The design of the resource management software, which BItb8y control application,
started with two Xilinx development boards. The rst goatascontrol PR from one board to
another using a simple control signal. Figure 4.12 showss tht implementation.

Figure 4.12: First remote PR control.

Figure 4.13 shows the structure BSENfunctionalities, and how it combines communi-
cation, intelligence and resources management functase/as already presented in chapter

2. OpenEmbedded at www.openembedded.org
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3.

Figure 4.13:RSNfunctionalities.

The communication part is composed of two modules: one feBitoadcast service and
one for the le transfer services. Both of them use the comication interfaces. The Intel-
ligence part is in charge of associating tasks and resowsiag four modules. Two of them
are used to manage the local tasks and resources. The tleiid tte resource selector itself.
Finally, the last one is related to the external task maneggonsible to link with external
tasks and resources. In essence, the last one describistigXplcal hardware resources.

This structure is designed as simple as possible. It checks$the resources and local tasks
to process in order to associate them and, if required, itediately tries to nd local hardware
resources to accelerate the processing task.

RSNhardware structure is based BRGA and like any other electronic device, after the
design time, it is not possible to modify anything on the #lwuc board. But now, it is possible
for a completeéSoFPGA designed like any other computer, to modify its own modakesin-
time. As explained before, this run-time capacity is pdssiiecause of an internal access to
the con guration structure: thECAP (see [Inc10a], [Inc10b]).

The design of the control application for this project regsia controlled partial recon g-
uration. Two main solutions are possible, writing a dedidabperating system scheduler or
writing a completely independent scheduler. It was setetdgrogram a portable application
to keep the most simple solution which is also the most ipterable solution. The application
is developed in C language to reply on the speci cationsqmead in the previous section and
in chapter 3.

Figure 4.14 shows the structure of the control applicatiemetbped to add PR technol-
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ogy and recon gurable computing to any common computeresysand that uses common
communication system. It is based on RSN functionalitieedbed in gure 4.13.

Figure 4.14: The Program Architecture.

The way in which this program operates is based on the assumipiat it should be as
simple as possible. Multi-thread programming is used mathe program to constantly check
evolution in the task database, resources availability r@gighbourhood activity. By doing
that, theRSNcontrol application gives the appearance of a kind of iigetice where it only
combines some automatic functions.

The six threads are used for a set of fundamental functiorie St thread is used to
locally add tasks to process for tR&SN The second threatipcal Allocator, is responsible for
the resource assignments. The four other threads are usetl &JDP broadcast service for
resources request and’'&P service connection to exchange data like bitstreams, anogjor
data les.

To complete this application, RIFO is used to manage multiple tasks as fast as possible
and theO.S. le system is simply used to store and manage all les but withany kind of
special processing or storage; it is a simple read/writeagt utility. As proposed earlier,
the control application allows to compute data on a GPP oPRrRegiordepending on the
resources availability. Tasks start to be processed bylgiom@cking if data are processed at
the same moment on resources. If all local resources are tasythe concernedSNhas the
possibility to request help using ttdDP broadcast service.

On the other hand, any othB®SNcan propose help but only if they have free resources.
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To achieve that, they listen to the broadcast channel ang t@pequests that they receive but
just if they can propose available resources. Thereforesaurce is assigned to a task which
is recon gured in the case of PR-Region. The size of the datadonnected to the PR-region
is crucial and one of the main requirements during the desige.

4.4.5 Networked System and Communication

Figure 4.15 shows the basics information broadcast oveRtBE It just concerns task
information. All addresses or acknowledgments are manhgdlde TCP/IP protocol layer and
or not treated into this document. Neverthelé$SP broadcast messages contain the sender's
IP address information that is required for @R$Nto reply to a resource request.

Figure 4.15: Broadcasted Requests.

Figure 4.16 shows hom®SNcan communicate by asking nodes which can share computa-
tion resources and exchange les directly with one of thdieep. It is composed of two parts.
The rst one is the broadcast negotiation and the second ®rleei effective teamwork that
means les exchanges and data processing.

The result of this implementation is also a completely nentalized network. As pro-
posed before, each node is Autonomous, Interoperable daedcastart collaboration dynami-
cally with other nodesRSNghat are local systems can be now developed independertly an
without affecting theRSEbehavior. This has the advantage of providing scalabl@pednces
from theRSEperformances.

4.4.6 Hardware Module Exchange and P2P

Figure 4.17 shows how the communication is organized thralig ux concept.

In a natural system based &&Sconcept, the exchanges of hardware can be compared to
P2Pexchange because it is based on a complete decentralizedrketl system where nodes
are autonomous. In addition, the nodes can operate clieintemwer simultaneously.

In a realP2P exchange mechanism, le copies are located into many @iffeplaces but
this is not proposed to be in our system. Again, the goal afwuork is to keep the system as
simple as possible in order to set fundamental functions.
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Figure 4.16: Communication Protocol betwde8Ns

% $ &

4.4.7 Drawbacks and Advantages

Designing aRSNbased on th&@ICSyplatform helps to face real problems requiring to be
controlled and corrected in order to give a realistic viewR8N devices andRSEsystems.
This allows to present advantages and drawbacks of the glesmrcept. In this section, only
engineering aspects are presented.

Drawbacks

TheVirtex 4 FX20has a main limitation: the number of logic cells availablgisllimitation
is reached fast and it con rms the bene t of partial reconrgtion capability for smalFPGA
platform. In the next chapter, examples of implementati@wsthe limit of this speci cFPGA

A second limitation is the utilization of BowerPCwhich implies the necessity to cool
down the chip. Using the maximum frequency of this systen®k®8dz) requires to add a heat
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Figure 4.17: Example of networkd®iSNusing the proposed ux to communicate

dissipation component which in return increases the siteeofievice. Another problem is that
PowerPChardcore is not used anymore in the [BeBtGGA series from Xilinx.

Another limitation concerns the selected connectorsJicAG programmer and the serial
RS323ink. As non standard interface, they are really small bsbaémain fragile.

In the case of th&oFPGA a drawback aspect is tli&PIO interface used between the bus
macros and the processor core. The problem requires to mdnags word bit by bit. An
alternative solution is the utilization offeast Simplex LinKFSL) bus which provides a direct
connection to the processor.

At the software level, the utilization of C programming cduteits the facility to program
such control application which could t completely into thedd of C++ programming.

Advantages

Except PR capacity, the prototype provides many other dedygas.

The Virtex 4 also includes RowerPC 405used as the main controller running a custom
GNU/Linuxoperating system. It has the advantage of rendering thiptat special computer
that hasPR capability. This means a le system to store bitstream |eslaata, standard net-
work accesses and possibilities to design a software thadlsa be run on any other computer.

The second advantage is the modularity of the devices tlegut thee idea of stackable elec-
tronic board and common interfaces. In other words, adtiliBPGAscan make this platform
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Negative Aspects Positive Aspects
Hardware FPGA: Limited Resources| Common computer architecture
Planned obsolescence Modularity of the platform
GPIO IPs as Interface Recon gurable
SOFPGA Hardcore Processor Usable into a NoC
C Programming Complexity Portable
Software Non deterministic processing ICAP Driver

Table 4.1: Summary of Positive and negative aspects

really powerful and aJSBinterface enables it to integrate any kind of secondaryadsviike
wireless transceivers and external hard drives.

The SoFPGAdesign is made using Xilinx suite aMHDL code which facilitate the transfer
from oneFPGAtype to another. It also make tifR-Regiorscalable depending on tRé&GA
type.

In the case of the software part, it is possible to run theesysin any device developed
around computer architecture. This means that it is paiypimpossible to run it on smart-
phone or other kind of embedded devices.

Conclusion

In this section, details concerning how to desigR$Sare discussed. The most important
notion is the limitation of the technology where systems iahevolve physically. This limi-
tation alone has an exception, namely the possibility tophsg-able electronic boards which
however still do not allow the evolution of the main boardddtes not t into the biological
description of an scalable system.

Considering the hardware level of the propog&siSarchitecture, the major advantage is
the recon gurability. The run-time recon gurability is aely feature to push into the direction
of natural systems as described earlier. It allows to desygtems that physically changes in
order to adapt themselves.

At the software level, the possibility to provide a system’gonomy is given. Operating
system and program can be used to add automatic functioingitieehe autonomous behavior
aspect.
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Chapter 5 Analyze of the created RSS
Introduction

After presenting the RSS concept and the integration oRBBlconcept, we are now able
to assess its performances. PICSy and the control applicate just the support to realize
an RSN. As described in gure 3.13, autonomy, dynamic, imperability are implemented
using PowerPC as a controller, PR to provide hardware dysrarand Ethernet/TCP/IP as the
interoperability support.

This chapter proposes to realize three objectives. Theorst is to present the perfor-
mances of th&SSconcept and more precisely the performances oRB8ldevice. Different
results are presented here in order to demonstrate thdnssfiof combining Natural Comput-
ing with Recon gurable Computing and the RSS Concept. Tlhesd one is to show whether
Autonomy, Dynamics and Interoperability are clearly visibln addition, it should be noted
that most of this work takes place into tRECSyteamwork of Potsdam.

More generally, this chapter presents the details of themtealized processing over dis-
seminated nodes employing either GPP time slots or logittreleic hardware (PR-Region).
It attempts to validate the global architectural approddhe proposed self-organized system
and associated concepts, mechanisms and structures iapieddhetwork that was presented
in the previews chapters. The objective of this chapterds ah experimental validation of all
conceptual aspects studied during this thesis to makemsgsible to manage themselves.

5.1 Video System using RSS

5.1.1 Person Detection Scenario

To demonstrate the power of the RSS concept, an implementatia segmentation algo-
rithm is proposed [BZM 10]. For almost all computer vision applications, imageseqgtation
remains a basic step. The segmentation of Kim and Chalidej#eo[KCHDO5] is selected.
The method is very robust and includes shadow detection. edexy a real-time implemen-
tation requires hardware implementation. The central @spiethe algorithm is illustrated in
gure 5.1.

An initially trained background image is compared to thereatr image using the three
Red Green Blu¢RGB) color parameters. To determine if a pixel is a part efbackground
of foreground, two parameters are used: the color distortiand the brightness distortion
To subtract the background, a reference image is selectadhva threshold value selected to
obtain the selected detection rate. This method allowsassdly current pixels.
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\

Figure 5.1: Foreground/Background computation usingrodiktortion and brightness distor-
tion.

The test of this algorithm is realized in three steps. Fstiest the algorithm on a standard
PC usingOpenCV The program needed approximately 23 ms to compute therfmrad for
a 640x480 sized image. The additional overhead to grab thgenand display the result is
not included. Second, we took the same implementation astddet on our FPGA-based
smart camera using the integra®genCVrunning on Linux, without hardware acceleration.
Compared to the InteaCore2Duorunning at 3.16, th®owerPCin the Virtex4 running only on
300MHz is quite slow. As expected, the pure software impleaigon on the smart camera
could not compete with the PC. It took 1598 ms to compute thegimund for one frame.
Finally we implemented the segmentation algorithm in handw TheDSP slice®of the Virtex4
make operations like multiplications very fast. The resutbtained in one clock cycle only.
To compute and for two pixels, 24 out of the 32 DSPs are required. The wholedr
uses 793 slices which is 9.28% of the FPGA. With a data widtB4dobits, two pixels can be
processed per clock cycle. Due to the pipelined chain of iles@grabbing Bayer to RGB
conversion segmenting), we have obtained the foregrountivim pixels in every clock cycle
(50 MHz2).

The time measurements for the software-only and hardwadteise implementations are
summarized in table 5.1. The hardware implementation ofdpes the other by a factor
of 7 for the PC and 325 for thBowerPCrespectively. The software solution on the smart
camera suffers from the slow memory access of the PowerP@Gatb dnd store the image
pixels. However grabbing and converting is fast becauseatready made in hardware. The
foreground segmentation is made independently for eacdl.pikherefore the computation
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System Time (ms/frame)| frames/s
PC,2 3:2GHz, OpenCV 23 44
Smart Camera, OpenCV in SW 1598 2
Smart Camera, HW/SW Co-Design 3,07 325

Table 5.1: Performance measurements of the image segmertatdifferent computing sys-
tems.

time for an image is linear with its size. These results asslus show that the system is really
working, and able to process video data. In spite of the alsness of these results they are
useful to quantify the performance of the PICSy platform.

Figure 5.2 shows a snapshot example of video image segnmentat

Figure 5.2: An example of a segmented image

5.1.2 Recon gurable Streaming Data Interface Controller

The second part of the results shows how to integrate paeitain guration into a video
application. TheStreaming Data Interfac€SDI) is a set of skeleton components to allow hard-
ware accelerators to be uniformly designed and easily iated in theOpenCVenvironment.

Kevin Cheng 102



Chapter 5 Analyze of the created RSS

It provides data and control signals to link hardware acesbes together and to access data
source and data sink. A set of control and con guration regssis available to allow commu-
nication between the processors and the hardware acoekerdhe major focus in developing
the SDI controller was on the implementation of a concept which eais physical external
memory to the several implemented application speci ¢ pssor units, to supply them with
required data and to store the processed results back to mewithout intervention of the
main processor. Th8DI is very useful in image processing where computation talesepn

a streaming way. A data source supplies pixels one by onectashprocessing unit in the
chain. The computation takes place in the chaiffosand nally the lastPU supplies the
data sink with results. Figure 5.3 shows an exampl8Df controller usage. Incoming raw
video data collected from an image sensor are placed intDEiiRmemory after a conversion
from Bayer toRGRB The processed video is transferredAGA output module.

Figure 5.3: lllustration of the SDI controller usage.

To improve the design of th8DI system, processing modules are integrated using recon -
gurable hardware logics separated from the control patiseofiesign. These keep exactly the
same interface as the non recon guraldiBl system. TheSDI is in charge of managing the
data that are processed by the hardware accelerators PRHegionwhile the PowerPCis
still in charge of the PR procedure. Figure 5.4 describestiegration of partial recon gurable
hardware accelerators in t&®Cusing theSDI. Several recon gurable processing units can be
implemented in the region foreseen on ERGAfor this purpose.
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Figure 5.4: Proposed modi cation of the SDI controller

5.2 PR Measurement: Quantitative Analysis

This work is presented in [CZML0] with theRSSconcept. In this contexDynamic Par-
tial Recon gurationis realized using a simple software application runnind-otux. Series
of 100 partial recon gurations are made for different sibé$?R-Regiorwithout processing
execution. The goal is to measure only the time requireddorrgure the hardware and to de-
termine the corresponding necessary delay for it. The mmeasnts are made at the software
level. Consequently, they show the time required to exeiti@entire recon guration process,
including the access to the non deterministic PLB bus andatipg system scheduler. This
comes with some limitations. The choice of software or hamwexecution depends on the
complexity of thePR-Moduleand on the volume of data that needs to be processed. These two
parameters help to determine if the adaptation of the harlwéh partial recon guration is
signi cant or not, in terms of execution time. if the procegson aGPPis inferior to the time
necessary to recon gure tHePGA then it is better to sele@PPresources.

It is important to quantify qualitatively the performandetlee processing unit. In addition,
the design of th&SoFPGAalso introduces limitations. The size of tR&k-Regions one of
the limitations. PR-Regionde nition has an impact on the size of the partial bitstredmatt
describes the PR-Module. Therefore, the time requiredad éopartial bitstream into an FPGA
depends on the size of the PR Region. The results show themceiof the utilization of FPGA
in an intelligent self-organized network. The main de oiti of theSoCand by consequence
the size of partial bitstreams impacts the performance @fsystem directly. The table 5.2
gives the timing measurement for three different sizes oRegion. For three different sizes
of recon gurable region, the time necessary to load thetigigan is presented. As we can
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see, this time stays below 50 ms for our implementation awdntbe sensibly different for
other implementation. Considering this measurement inaorked struture, we can consider
that if the process can be executed under this 50 ms on theiGPBetter to not choose to
recon guration strategy. On the other hand, processesr#tptrie more then 50 ms can be
ef ciently accelerated.

\ | Small | Medium | Large |

Number of CLB 96 192 288
Number of DSP48 8 16 24
Number of BRAM 4 8 12

Number of Clock Areas 1 2 3

Recon g. Time (ms) 43.637| 45.089 | 49.739
Time Std. Deviation (ms)| 0.879 | 0.890 | 0.552

Table 5.2: Timing measurements for different sizes of regunable regions.

5.3 RSN's behavior

This section shows hoRSNsbehave. The software activities re ect the behavior and
communication betweeRSNs Three main step can be followed: the start uiR&N the local
addition of tasks, the arrival of external requests.

5.3.1 Starting Up

When initialising the device, the six threads which complabe program are running and
the RSNs wait for new task to handle. Figure 5.5 shows théirsgaactivity of RSNs More
precisely, it can be observed that the thread number 3 in@é$i a new task to process. These
tasks are inserted by a user.

Figure 5.5: TheRSNs Start Upactivities.
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5.3.2 User Tasks

Figure 5.6 shows a manual tasks insertion intoRHeO of theRSN

Figure 5.6: shows this insertion of a local task by a user.

Figure 5.7 shows the program information provided if an exdErequest arrives and can be
accepted. It starts with four packets that contains the ashkitstream le name, application
le name and data le name. At this moment, the thread numbisr &wvare of all information
needed to decide if it can help or not. In this case, it acaiygtsequest and the le transfer is
negotiated.

After the arrival of a task into thEIFO, the thread in charge of the allocation Task/Resource
checks if thePR-Regiorns available. In this cas®Rcommand can be built from the le names
and the process can be executed.

Figure 5.8 shows information sent by the user to create a agkv Once the program han-
dles this information and depending an available resouice®ates the appropriate command
to process the data.

Figure 5.9 shows an example of the control application aiEss This is a description of
some functions of the control application. To be more exptio the thread functionalities, an
example can show how they can handle a task. Figure 5.9 simb@rsniation that helps see
thread actions.

At the beginning, the threadDP listener (1) receives a task coming from anotR&N
This task is managed by the thread allocator (6) that trieastociate it with an available
resource. After the con rmation, the thred€P client (5) requests the les from the requester
RSN When les are downloaded, they are handled by the threadtaibr (6). In this case, a
PR-Regioris free, so the RSN recon gures itself, processes the das dnd sends the result
back.
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Figure 5.7: shows this insertion of a local task by a user.

Figure 5.8: Build PR Command and execute it.

This last gure also helps to understand that the controlliappon can be seen d&eer-
to-Peerapplication. The capacity to be at the same time client aneegein addition to le
exchange and autonomy, are characteristics of P2P appficaConsequentlyRSScan be
considered as a kind ¢12P hardware system. As explain earli&SNare able to accept or
reject tasks as they want. Considering a group of nR8s it shows the feasibility oRSE
using actual technology and based on interoperable nodes.

5.4 Network Qualitative Analysis

In this last section, a discussion about different aspéddisi® thesis helps to complete all
information that can be reused in the research eld.
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Figure 5.9: Example of external task accepted and procdssad RSN.

5.4.1 Timing Analysis

In this context of this work, measurements are focussednoing, i.e. how long it takes to
transfer data, nd available resources and recon gure haré. It may be interesting to present
an evaluation of timing required to recon gure an FPGA regiés shown in [Wil01], there are
two main solutions to measure the timing in a computer systemdware-based measurement
and software-based measurement. This last techniquemsdsecommon because it is simple
and does not require expensive equipment.

The time required to recon gure BR-Region viewed from the software point of view,
is in the range of 50 ms. This value is observed for the PIC®yept architecture that is
described in [BZM 10] and [CZM 10]. To complete this measurement, these values can be
put in perspective and used with any measurements congeneittvorked systems. This is
possible, because the measurements are realized with jgneiob to show how long it takes
for any standard architecture to recon gure itself.

To measure and estimate timingRES it is possible to reuse measurements coming from
distributed computing and just add the particularity oft@hmrecon guration. Because all
communications are based ®&P/IP protocol and Ethernet, it does not make sense to mea-
sure timing again that was con rmed already known technglpgrformances. Nevertheless,
the determination of the time required to recon guréR-Regioncan help to complete the
information on using recon gurable technology wig2P structure.

Using the software point of view (in ms) instead of the handngoint of view (in clock cy-
cle) allows to see how recon gurable technology impactsgedormance of the computation.

The time necessary to process data on a remote RSN can be mEsemninto 5 timing
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steps:

TTotaI = TAssos + TTransfer 1t TAccess + TP roc t TTransfer 2 (5-1)

Tassos: Association Task/Resource
Ttranster 1. Files Transfer
Taccess: Resource Access

Tproc: Processing Time

a & w0 bh e

Tt ranster 2: File Transfer

Tassos Can be decomposed in two cases: If a local resource is alaildde association
is direct and it requires the time necessary to execute omenamd line. If it requires exter-
nal resourcesT assos beCOMes non deterministic and it depends on the delay geddrg the
communications between nodes.

TAssos ) Tcommand _execution OR Tcom:_transaction (5-2)

Taccess IS the time required to access the resource, in other woedBrtte to execute com-
mand and data register of the processor or the time requnegton gure a PR-Region.
TAccess) TfiII _reg OR TPR (5-3)

Tproc IS the effective processing time that depends on the coripntelectronic structure
and on the data quantity.

Tproc = N:Texecution (5 -4)

where,n is the number of bytes anllyecution IS the time necessary to process these bytes.
Finally, Tt ansfer 1 @aNdTrranster 2 are determined by the networking parameters and the size
of les that must be transferred over the network in casedlage not enough local resources.

TTransfer 1= Tbitstream _file + Tprogram _file + Tdata_file (5-5)

Trransfer 2 = Tresult _file (5.6)

They are corresponding on the TCP/IP protocol performaandghey also depends on the
network structureT assos,
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Ttransfer 1, TTransfer 2 @NdTp e are all observed in many different work like in [CSAOBSS
introduces only the time required to recon guration a regid hese results are presented in
[CZM™ 10] for a speci c platform.

5.4.2 Analysis of the Computation Power

The computation power of RSEis not based on a xed value that gives a simple idea of
what should be the best system. Because of the dynamic okt the numbers of nodes
during the time, it is not possible to give correct valueg ltke equivalent of cycles or an
Instruction Per SecondlPS) value. More useful data can be identi ed, namely whed a
where the biggest volume of resources is available for a coatipn problem. To do this, it is
possible to count the number of nodes or computation resswatca certain moment as follow:

X
Total = Xn(@prr + bgpp) (5.7)
wherex, is node numbermprr andbspp are respectively the number BR-Regiorand
the number of Processor time slot include in a single node.

The RSNs control application evaluates which resource can be tegutocess a task by
checking simple variables that are seiltid they are busy an@ if they are free. The resource
access is determined by the time required to recon gurePReRegioror to get a time slot
access to the processor. These last parameters are nohitketéc. After that, the effective
processing time is a function of the quantity of data to pssc&inally, the transfer le timing
depends on the network characteristics.

To conclude this point, it can be noted that a main rule shbeldbserved in any case.
This rule is to prioritize the utilization of PRR. Neverthst, hardware parallelization is often
a good solution, but its limit is reached when the time toirealhis parallelization becomes
longer than the processing time or when the time requireedorr gure the region exceeds the
time required to compute the data on a GPP.

5.4.3 Analysis of the Evolution of RSS

As a concept, the RSS can grow and evolve with the technolbigynot just the description
of a xed system and as explained by the tripléutonomy, Dynamic and Interoperability
tries to characterize a kind of natural recon gurable systin the natural aspect, the evolution
is at the basis of the structure. Two kinds of evolution camliseussed, the linear evolution
and the rapid mutation. Linear evolution can also be calfsthte within the computer science
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vocabulary. It is a way to correct and improve the system wiw modi cations and without
changing the main structure of the system. Rapid upgradenaae a deep impact on the
structure and exhibit huge evolution. Considering thiseoastion and in addition to hardware
and software technologies, it makes sense to say that thedkegy based an tHeSSconcept
is also a part of th@atural environment, in the sense that it is now possible, for thersog
part and the hardware part (PR), to change during the time.
Using the time parameter, it is possible to rewrite the mewequation:
Z
Total = Xn(aprr + epp)dt (5.8)

Now the total quantity of resources changes during the tingeadlows to make the system
more or less powerful depending on the computation requrgnMoreover, becaus®SNsare
autonomous they can evolve alone and provide help sponialyedhe collaboration between
RSNs marks the apparition &SE

5.4.4 Comparison with other systems

Comparing theRSSconcept with other concepts is dif cult becauRSSis designed to
change during the time, at the micro-level and at the magretiand regarding its recon gura-
bility.

A signi cant advantage of such systems introducing an aapilbns that can manadR,
is the possibility to conned®SNgo the Internet network or any other network. In addition, it
makesRSNausable like any other computer over the existing infrastnec It also shows that
it can work independently.

By using this technology, this work shows a way to contribarne to discuss about inter-
operability which is one of the main goal in the communicatworld. Interoperabilitycan
be discussed in parallel with system heterogeneity. Toaldyge quantity of devices are in-
terconnected over the Internet network. From a small srhartp to a supercomputer, a great
diversity exists but most of them are designed with limitedletion capacity. The interaction
between the very low level logic and the high level applmatallows to see the SOFPGA, the
board design and the O.S. as unique layer which is alreadyimxiand that can be completed
with recon gurable technology.

In this work, Interoperabilityplays an important role at the computation level and recon-
gurable logic offers a great advantage to obtain a greatenmutation power. Compared to
simpleGPParchitecture, it is possible to implement during runtimdidated parallel process-
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ing modules that allow to process data in a limited numbetaficcycles.

To allows processing either &PP or PR-Module programs and bitstreams are treated as
a single processing package that contains all gatheredmnatmon. When arRSNreceive a
package, it can decide whether to process data on avaikdmences or not.

In spite the dif culty to quantify the performance of the RBECSy, some comparisons can
be presented with some similar implementations presentelddpter 2. The projects presented
here are based on platform representing one node in a sexglerietwork. Three parameters
present an interest, the number of PRR, the integrationeo$difitware including or not an OS
and the communication capacity.

System Board PRR Software Communication
SCARS ML501 1 Standalone App DM2200 Wireless Module
ReCoNode Excalibur| 0 Standalone App Custom Wire, HDLC Protoco|
OverSoC | Cyclone 2| O RTOS + Task App No external communication
ReCoBus | Virtex-2 | many Standalone App No external communication
RSS PICSy 1 GNU/Linux + Ctrl App | Ethernet, (TCP — UDP)/IP
Conclusion

To conclude, the hybridization of computer systems is ortb@imost dif cult challenges.
The introduction of recon gurable technology into the exig concepts such as distributed
computing can be used to provide more parallel computingipiisies and more exibility in
the task processing. In running systems like any distribatemputing network, it provides a
new degree of freedom to compute data.

As a future work, run-time task pre-emption is going to beestsd in order to propose an
alternative solution to O.S. scheduler for recon guraldenputing. Beside this, using different
kinds of architecture may be interesting. The study of legfeneous RSE (with different RSN
based on FPGA, GPU or GPP) offers the possibility to obseovethey interact together. All
this proposition are just an optimization of the main stnuetwith must be improved to get the
simplest architecture.
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The research that has been done combines them with Recabgu€omputing and Tech-
nology with different other concept like self-organisatiinteligence. Offering the new point
of view, it points out three propertiesutonomy, Dynamic and Interoperability

In this work, the novelty is a new hardware design which i$-selnaged and adapted for
FPGA based systems. The originality of our approach is tlteself-management is based on
decentralized control designed around a scalable commtimrcprotocol with is used on top
of an existing communication standard. The basic concefitisfdesign, as well as its main
characteristics are both presented. We have de ned thendignstructures called th8tream
which allows RSN to communicate their requests to other s@ae allows the establishment
of spontaneous cooperation. These mechanisms are vdlidatan image-processing appli-
cation through the PICSy platform. In practice, a compleBNRs designed. First, this is
done usingXilinx development boardand later based on thitsdam Intelligent Camera Sys-
tem(PICSy). It is demonstrated thRecon gurable Computing Technologgn be completely
integrated into massively used communication and comiputatructures. The link between
low-level recon gurable logic and high-level control apgation shows that the rest of the de-
sign (hardware platform, SOFPGA, OS) looks like a big mideiehnology layer. Concerning
this PhD contribution, the recon gurable computing aspeatd self-organisation properties
were the most signi cant part of the implementation side anoiude:

— the elaboration of the FPGA con guration chain.
the integration of partial recon guration in the SOFPG/Astim.
the integration of the ICAP and GPIO driver.
the development of the auto-recon guration application.
the integration of the RSN node in a networked structuredwelbping a control appli-
cation.

the evaluation of the partial recon guration timing.
Moreover, the particularity of recon guration computinging FPGA implies a contribu-
tion to:
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— the board design including schematic de nition, PCB desand circuit test and debug-
ging.

— the video processing and hardware/software co-designSBé controller).

— the OS development.

— the development of the test board, in particular the FPGAImodule and its debugging.
This implementation work must be considered with the gdmesearch work including:

— the research on the different elds and concepts relateddon gurable computing.

— the concept development, discussion and formalizatisedan the ideas of my super-
visor.
the qualitative analysis of the integration of recon goieacomputing and technology
into today's networked structures.
the positioning of our work in the worldwide research ateg.
the proposition of a classi cation for computing paradeyend technology combina-
tions.

To conclude, a very wide open-minded point of view is usedgouss technology. Natural
Recon gurable Computing provides an original researcleaion and can be associated to
real hardware systems able to recon gure themselves inaalavay. TheRSSConcept is a
pragmatic adaptive and self-organized system concepaimastat nding a new utilization and
new way of thinking concerning obsolete devices and at iggafRecon gurable Computing
Technology on them. This goal is reached by integratingJward aspects into well known
software paradigms. Finally, the goal which consists ofvigiong a degree of freedom to
networked and self-organized system is reached by usieliiggnt auto-recon guration.

A video application based on Recon gurable Computing Tetbgy and RSN shows that
it can be used for many different purposes. Timing measunésna partial recon guration
show that recon guration delays have relatively few consates from the software level and
by consequence from the network level. Furthermore, therehion of communication ex-
changes shows that automatic and informatics systems cagepeas intelligent and commu-
nicative systems.

This integration concerns only the evolution part of the tfcle. By doing this, the RSS
concept provides a solution for thinking of complex netvaatlsystem as an item of Natural
Recon gurable Computing. At this level, the question of 8&A optimization becomes im-
portant because it is one of the main reasons for using pegtian guration that provides the
possibility of modifying a partial recon gurable moduletaf design-time and directly on site
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during run-time. As the pure behavioural description wastiain way to design on FPGA sys-
tems, a mix of behavioural and structural descriptionsdadel a way to improve dynamically
running functions or to integrate modules designed aftenthin design time.

For further research, the combination of RSS and MPSoC israiging way to realize RSE
completely on chip. Moreover, this kind of research can beag t@ blur the border between
on Chipandoff Chipnetworks. Figure 1.7 shows promising technology combamatithat can
help to think about our future work.

As a completely dynamic solution, the platform will be usedliscuss hardware/software
partition, self-organization and fault tolerance. Thelgtaf the communication and the recon-
guration of a network and the recon guration of intelligenodes is the main challenge of
RSS and in particular of the Hardware/Software link.

On the other hand, task migration is a big part of our futurekw8pecially, how to optimize
the processing of a task on either processor or recon garatadule is one of our challenges.
In addition, the issue of pre-emption and resource/tasksigament is a major question for
both local and network level. The last point concerns thati@h between O.S. scheduler and
control application, scheduler is dedicated to task atlonaand specially multi core processor
are good example of how task can be dispatch and create aatmmbetween our control
application and the scheduler is other point is going to bdystAs an ongoing work, failure-
detection, fault-tolerance mechanisms and learning nmestns are about to be considered.
Morevore, learning from past experience and remember teffecesponses are speci cally
targeted.
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Recon gurable Natural Computing World

Figures 5.10 5.11 shows an historical view of conceptsedl&b this work. The original
picture is from Brian Castellani, Sociology and Complex@gience, Kent State University,
Kent Ohio, 2011. As a GNU free documentation, | completedtih\Recon gurable concept,

technology and integration.
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Figure 5.10: Map of subjects connections
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Figure 5.11: Map of subjects connections

Kevin Cheng 127



Annexe

Kevin Cheng 128



Annexe

Kevin Cheng 129



Abstract

Increasing needs of computation power, exibility and najgerability are making systems
more and more dif cult to integrate and to control. The higlmmber of possible con gura-
tions, alternative design decisions or the integrationdsfittonal functionalities in a working
system cannot be done only at the design stage any more slodhiext, where the evolution
of networked systems is extremely fast, different concepésstudied with the objective to
provide more autonomy and more computing power. This woopgses a new approach for
the utilization of recon gurable hardware in a self-orgsed context. A concept and a working
system are presentedlecon gurable Self-Organised SystefRSS). The proposed hardware
architecture aims to study the impact of recon gurable FRfa&ed systems in a self-organised
networked environment and partial recon guration is usedrtplement hardware accelerators
at runtime. The proposed system is designed to observeglai@zel, the parameters that im-
pact on the performances of the networked self-adaptivesiothe results presented here aim
to assess how recon gurable computing can be ef cientlydusedesign a complex networked
computing system and the state of the art allowed to enlightel formalise characteristics
of the proposed self-organised hardware concept. Its atraluand the analysis of its perfor-
mances were possible using a custom boardPtisdam Intelligent Camera Syst¢éRICSy).

It is a complete implementation from the electronic boarthecontrol application. To com-
plete the work, measurements and observations allow asalfthis realisation and contribute
to the common knowledge.

Résumeé

A n de répondre a une complexité croissante des systemesildalcde nouveaux para-
digmes architecturaux basés sur des structures autoatitaptet auto-organisées sont a éla-
borer. Ces derniers doivent permettre la mise a disposgitiome puissance de calcul suf sante
tout en béné ciant d'une grande exibilité et d'une granddaptabilité, cela dans le but de
répondre aux évolutions des traitements distribués caiaant le contexte évolutif du fonc-
tionnement des systemes. Ces travaux de these proposamiunedle approche de conception
des systemes communicants, auto-organisés et auto-af$dmaés sur des nceuds de calcul re-
con gurable. Autrement dit, ces travaux proposent un systéenatériel autonome et intelligent,
capable de déployer et de redéployer ses modules de caldeings réel et en fonction de la
demande de traitement et de la puissance de calcul. L'asaumient de ces travaux se traduit
par la réalisation d'urBystéme Auto-organisé Recon guralfAR) basé sur la technologie
FPGA. L'architecture auto-adaptative proposée permetdiér I'impact des systemes recon-
gurables dans une structure distribuée et auto-organisésystéme est réalisé pour étudier,
a chaque niveau, les parametres qui in uencent les perfiocesglobales d'un réseau de cal-
cul évolutif. L'étude de I'état de I'art a permis la mise enrgeective et la formalisation des
caractéristiques du concept d'auto-organisation mal&neoposé ainsi qu'une évaluation et
une analyse de ces performances. Les résultats de cesxtravatrent la faisabilité d'un sys-
teme complexe de calcul distribué dont l'intelligence psur les interactions des éléments
recon gurables le constituant.



