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RÉSUMÉ 

Les équilibres de phases dans les systèmes eau-gaz-sels et sous-systèmes associés jouent un rôle 
central en géochimie. Le développement d'un outil de calcul et trois applications de la modélisation 
thermodynamique de ces systèmes à partir des équations d'état font l'objet de cette thèse. 

Le développement d'une équation d'état à partir d'un modèle physique passe toujours par 
une étape de calcul formel des fonctions thermodynamiques qui peut être fastidieuse pour les modèles 
complexes. C'est pourquoi, une nouvelle méthode de calcul et de programmation est proposée 
facilitant le calcul des fonctions thermodynamiques, des courbes critiques, des points tricritiques, des 
équilibres liquide-gaz et liquide-liquide-gaz, à partir de l'expression de l'énergie de Helmholtz. 

La première application est le calcul des équilibres de phases liquide-gaz, solide-liquide, 
solide-liquide-gaz à basse température (-180°C < T < 31°C) dans le système C02-CH4-N2 à l'aide d'une 
équation d'état cubique. L'introduction de deux paramètres d'interactions binaires ajustés hors zone critique et 
le long de la courbe critique a permis d'améliorer sensiblement la reproduction des pressions 
dans le domaine critique. Associé à un modèle de calcul de densité basé sur la méthode des états 
correspondants à trois paramètres, le modèle de Lee et Kessler (1975), les projections volume 
molaire-composition ont été construites pour chaque système binaire pour les besoins des analyses des 
inclusions fluides. 

La deuxième application concerne la modélisation des équilibres liquide-gaz des systèmes 
électrolytiques à haute température (100°C < T < 700°C). Le modèle utilisé est celui de Lvov 
développé à partir de la théorie "Approximation en champ sphérique moyen" qui assimile le fluide 
à un mélange de dipôles et d'ions de tailles différentes. Dans une première étape, un diagramme de phases 
global a été établi afin de déterminer l'influence des paramètres physiques (moment dipolaire, diamètre des 
ions et des dipôles) sur la topologie des diagrammes de phases, en ne considérant que les équilibres des 
phases fluides. Ainsi, il a été démontré que le modèle prédit les différentes topologies des systèmes 
électrolytiques. 

Appliqué au système H20-NaCI, le modèle reproduit de manière satisfaisante les équilibres 
liquide-gaz à condition de prendre en compte la formation de paires d'ions à haute température (T > 
400°C) ou dans les phases de faible densité. Le faible nombre de paramètres ajustables (taille des ions et 
dipôle, valeur du dipôle et de la constante d'association), qui ont tous une signification physique, montre la 
puissance de ce modèle et en fait un bon candidat pour la formulation d'une équation d'état non empirique 
pour les fluides d'intérêt géologique. 

La troisième application concerne les équilibres de phases dans les systèmes eau-gaz-sels 
impliquant les clathrates de gaz à basse température (T < 30°C), qui se forment dans les inclusions 
fluides et dans les sédiments des marges continentales. Un modèle de stabilité des 
clathrates de gaz a été construit et un logiciel de calcul permet de déterminer la salinité des inclusions 
fluides et la densité de la phase vapeur. Ce logiciel ainsi que celui relatif au système C02-CH4-N2 
(première application) ont été intégrés à un programme informatique général de modélisation 
de toutes les transitions de phases possibles de basses températures (T < 31 °C) observables lors 
des études microthermométriques des inclusions fluides du systèmes H20-NaCl-C02-CH4-N2. 

La distribution des clathrates de gaz, la composition des clathrates et des phases fluides à méthane 
dominant, ont été mesurées dans des échantillons provenant de sondages réalisés dans la 
marge continentale passive (Blake Outer Ridge, au large de la Caroline) lors de la 
campagne ODP (leg 164). Les clathrates ont été localisés entre 190 et 450 mètres sous le fond de 
l'océan et constituent 1 à 3 % du volume total des sédiments. Le réflecteur sismique BSR 
représente l'interface entre une couche contenant des hydrates et une zone sous-jacente 
sursaturée en gaz. La richesse en gaz de la couche inférieure est un paramètre sensible pour 
l'identification de l'interface par sismique. La modélisation thermodynamique prédit la profondeur de la 
limite de stabilité des clathrates 28 mètres sous le BSR pour le site 997. En revanche, pour le site 995, 
l'écart est de 86 mètres: s'agit-il d'erreurs dans la mesure des températures lors du sondage? La modélisation 
thermodynamique montre que la richesse en méthane est un paramètre essentiel pour la 
formation des clathrates. On montre aussi que les clathrates contrôlent pour partie l'évolution du 
rapport entre méthane, éthane et dioxyde de carbone. Enfin, leur présence diminue la perméabilité des 
sédiments, ce qui modifie sensiblement la circulation des tluides. 
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ABSTRACT 

Phase equilibria in water-gas-salts systems and associated subsystems play a central role 
in geochemistry. A new tool for the thermodynamic calculations and three applications of the 
thermodynamic modelling of fluids with the help of equations of state are presented in this thesis. 

The development of an equation of state from a physical model requires 
always a step of symbolic calculation of thermodynamic functions, that may be painful for 
complex models. This is the reason why a new method of calculation and programming 
is proposed, that facilitates the derivation of thermodynamic functions and calculations of critical 
curves, tricritical points, liquid-gas and liquid-liquid-gas equilibria from the expression of the 
Helmholtz free energy. 

The first application is the calculation of liquid-gas, solid-liquid-gas, solid-liquid, and 
solid-gas phase equilibria at low temperatures (-180°C < T < 31°C) in the C02-CH4-N2 
system with the help of a cubic equation of state. The introduction of two binary interaction 
parameters fitted respectively in the noncritical region and along the critical curve allows one to 
improve significantly the reproduction of pressures in the critical region. 
Associated with a density calculation mode! based on the three-parameters corresponding states 
principle (Lee and Kesler, 1975), molar volume-composition projections have been built 
for each binary system for the purposes of fluid inclusions analyses. 

The second application is about the modelling of Iiquid-gas phase equilibria of 
electrolytic systems at high temperatures (100°C < T < 700°C). The mode! of Lvov for the 
ion-dipole mixture based on the Mean Spherical Approximation is used. To a frrst step, the 
global phase diagram has been built in order to determine the influence of physical parameters 
(dipole moment, ion and dipole diameters) on the topology of phase diagrams by considering only 
fluid phase equilibria. It has been demonstrated that the mode! predicts the different topologies of 
electrolytic systems. 

Applied to the HzO-NaCI system, the mode! reproduces satisfactorily liquid-gas phase 
equilibria if the formation of ion pairs is taken into account at high temperatures (T > 
400°C) or in the phases of low density. The small number of fitting parameters (sizes of the ions 
and dipoles, dipole moment and association constant) and their physical meaning show the power 
of the mode!. Therefore, the mode! is a good candidate for the formulation of a non-empirical 
equation of state for geologie fluids 

The third application is about the phase equilibria in the water-gas-salts systems 
involving gas hydrates at low temperatures (T < 30°C), that form in fluid inclusions and in 
the sediments of continental margins. A stability model for gas hydrates has been 
built and a calculation software has been written that allows the determination the bulk salinity 
and the density of the volatile part of fluid inclusions. This software as weil the first one 
developped for the COz-CH4-N2 system (see above) have been gathered into a general 
program for the interpretation of ali phase transitions that are observable during the 
microthermometric analyses of fluid inclusions at low temperatures in the H20-NaCI-COz-CH4-
Nz system. 

The distribution and composition of gas hydrates and associated fluid phases have been 
measured in the samples that have been recovered during the drillings of a 
continental passive margin (Blake Outer Ridge, near the Carolina coast) during 
an ODP campaign (Leg 164). Gas hydrates have been localized between 190 and 450 meters 
below the sea bottom and represent one to three percent of the bulk volume of sediments. A 
seismic reflector (the BSR) represents the interface between a gas hydrates
bearing layer and an underlying zone oversaturated in gas. The gas quantity in this 
zone is a key parameter for the identification of this interface on seismic records. Thermodynamic 
modelling predicts that the deeper occurence of gas hydrates should occur at 28 meters at Site 997. 
and 86 meters at Site 995 below the BSR. The large discrepancy observed at Site 997 may be due 
to errors of the in-situ temperature measurements. Thermodynamic modelling shows that the 
amount of methane is a key parameter for the formation of gas hydrates. Gas 
hydrates control partially the variations of the ratios between methane, ethane and carbon dioxide. 
Finally, their occurence decreases the permeability of sediments, and thus modifies clearly the 
circulation of fluids. 
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Introduction 

L'importance des fluides eau-gaz-sels en géologie 

Depuis lontemps, il est reconnu que les fluides jouent un rôle central dans de 

nombreux processus géologiques de la croûte. Les espèces chimiques les plus 

fréquemment rencontrées dans les fluides sont l'eau, les sels, les gaz (C02, CH4, N2, ... ) 

et les hydrocabures. Entre la surface terrestre et l'interface croûte-manteau, les conditions 

de pression-température-composition sont extrêmement variées et d'importantes 

circulations de fluides prennent place dans la croûte. De nombreux échanges entre les 

fluides et les roches se produisent lors de ces circulations. Ainsi, par exemple, 

d'importantes quantités de volatiles (H20, C02, ... ) sont libérées (réactions de 

dévolatilisation) lors de l'enfouissement des roches dans des niveaux profonds (par 

exemple, lors d'une subduction de croûte océanique, ... ).Dans les bassins sédimentaires 

et les marges continentales, de grandes quantités d'eau sont également expulsées lors de la 

compaction des roches; et du dioxide de carbone et du méthane sont générés par les 

réactions biochimiques. De même, la matière organique enfouie occupe une part importante 

dans la génération de fluides. Sous l'action de réactions chimiques et biochimiques, elle se 

tranforme en kérogène. Le kérogène est soumis à des températures et des pressions de plus 

en fortes lors de son enfouissement, conduisant à de profondes altérations chimiques. 

Dans un premier temps, des composés inorganiques (H20, C02, ... ) sont produits aux 

faibles profondeurs. Ensuite, lorsque la température dépasse les 100°C, du pétrole est 

produit. Enfin, du méthane est généré au stade ultime de la dégradation du kérogène. Dans 

les sédiments des marges continentales, les importantes quantités de méthane produites 

peuvent conduire à la formation d'hydrates de gaz. La présence de ces hydrates de gaz 

dans les sédiments est susceptible aussi de modifier la circulation des fluides. Un autre 

exemple de l'importance des systèmes eau-gaz-sels est fourni par les systèmes 

géothermiques. Des fluides salés remontent des profondeurs, et des démixions liquide-
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vapeur se produisent lors de la baisse de pression induite. Ceci entraîne une diminution 

drastique de la solubilité des espèces dissoutes, et des dépôts de métaux se produisent. 

Tous ces exemples montrent qu'une bonne compréhension des équilibres de 

phases dans les systèmes eau-gaz-sels est nécessaire en géologie. Mais, il y a encore un 

autre domaine, où une bonne connaissance des systèmes eau-gaz-sels est requise. C'est 

celui des inclusions fluides et de leur analyse par microthermométrie. Les inclusions 

fluides sont des microcavités, dans lesquelles les fluides peuvent être piégés lors de la 

croissance our la recristallisation des minéraux. L'étude des inclusions fluides peuvent 

donc fournir des informations clé sur les paléofluides qui ont circulé dans la roche 

(Hollister et Crawford, 1981; Roedder, 1984; Pagel et al., 1986). Les analyses des 

inclusions fluides repose en grande partie sur les mesures microthermométriques. La 

microthermométrie consiste en l'observation des changements de phases se produisant lors 

de changements de température contrôlés entre -180°C et 600°C (Chaixmeca ©:Poty et al., 

1976; Linkham ©: Shepherd, 1981; USGS-Fluid Inc. ©: Werre et al., 1976). 

L'interprétation des températures des transitions de phase est basée sur l'hypothèse que les 

inclusions fluides se comportent comme des systèmes à masse et volume constants. Ceci 

nécessite donc une bonne connaissance des transitions de phase et propriétés v-x (volume 

molaire - composition) des fluides eau-gaz-sels. 

Les fluides, les forces intermoléculaires, et les équilibres de phase. 

Les fluides représentent un état de la matière, où les molécules sont animées d'une 

importante énergie cinétique. Cette énergie est proportion elle à la température absolue. 

C'est pourquoi l'état fluide est associé à des domaines de plus fortes températures que 

l'état solide. Mais entre les molécules s'exercent aussi des forces. Ces forces ont des 

origines différentes et sont plus ou moins fortes. Les plus importantes sont les forces 

électrostatiques s'exerçant entre les ions. Les plus faibles sont les forces de dispersion 

s'exerçant entre les molécules monoatomiques, dont la couche externe électronique est 

saturée (par exemple, l'argon). Entre ces deux extrêmes se situe tout l'éventail des 

Les systèmes eau-sels-gaz 
9 



différents types de forces intermoléculaires (interactions ion-dipôle, dipôle-dipôle, ion

quadrupôle, dipôle-quadrupôle, liaisons hydrogène, forces d'induction, ... ). Ce sont ces 

fürccs intermoléculaires qui sont à l'origine des formes condensées de la matière. L'état de 

la matière résulte donc d'un équilibre entre l'agitation thermique et les forces moléculaires. 

Une transition de phase s'opère donc lorsque par une variation de température, de pression 

ou de composition du système, cet équilibre entre ces deux effets antagonistes est 

bouleversée, et une nouvelle phase caractérisée par une distribution différente de l'énergie 

cinétique et potentielle devient stable. C'est ce qui se passe lors des équilibres liquide

vapeur. Ainsi, dans un gaz, l'énergie cinétique occupe une part prédominante sur l'énergie 

potentielle intermoléculaire; tandis que dans un liquide, c'est l'énergie potentielle générée 

par les interactions moléculaires qui prédomine sur l'énergie cinétique. Ceci a aussi des 

conséquences importantes sur la distribution des différentes espèces chimiques entre les 

phases en équilibre. Une ségrégation des différentes molécules se produit en effet entre les 

différentes phases en fonction des interactions moléculaires. 

La modélisation. 

La description de ces transitions de phase constitue donc un important domaine de 

la chimie et de la thermodynamique. Historiquement, il y a eu (et il y a encore) deux façons 

principales de traiter un problème de transition de phases. La première est basée sur la 

quantification des phénomènes macroscopiques accompagnant les transitions de phases 

(transfert de chaleur, changement de densité, ... ). Ceci est à l'origine de la 

thermodynamique classique, et a permis de mettre en evidence les premier et second 

principes de la thermodynamique, avec pour corollaire, l'existence de fonctions d'état. La 

deuxième méthode tente d'utiliser une description à l'échelle moléculaire de la matière. 

Cette voie apparaît très séduisante, car il suffirait en effet de connaître uniquement les 

potentiels intermoléculaires pour être capable de prédire les transitions de phase en 

résolvant les équations du mouvement de Newton. Mais très vite, il est apparu qu'une telle 

méthode se heurte à des difficultés pratiques colossales. En effet, la matière est composée 
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d'un grand nombre de molécules, et dont les mouvements fluctuent à des intervalles de 

temps extrêmement courts. Néanmoins, grâce l'apparition de moyens de calculs puissants, 

cette approche a pu récemment se développer avec les simulations par ordinateur (Monte

Carlo, dynamique moléculaire). Cependant, une telle méthode demande des moyens 

lourds, et est donc inadaptée à la résolution des problèmes de transition de phases, qui se 

posent quotidiennement. Une résolution rigoureuse et exacte des équations de Newton est 

donc hors de portée (sauf dans le cas très simple du gaz parfait), et des simplifications 

doivent être adoptées. C'est là que réside toute la difficulté : comment dériver les propriétés 

macroscopiques d'un fluide à partir de la connaissance de ses potentiels intermoléculaires, 

par ailleurs mal connus ? C'est dans la résolution de ce problème, que la mécanique 

statistique tente d'apporte des solutions. Le premier pas dans ce domaine a été marqué par 

l'équation de van der Waals. Elle est basée sur une vision simpliste des interactions 

moléculaires et elle a été construite en suivant une démarche plus intuitive que rigoureuse; 

mais elle permet déjà de rendre compte des principales caractéristiques des fluides à un seul 

constituant (courbe de saturation, point critique, ... ).L'équation de van der Waals a servi 

de base à toute une famille d'équations d'état, communément appelées équations cubiques 

et très utilisées dans le domaine pétrolier sur les mélanges d'hydrocarbures (Soave, 1972; 

Peng et Robins~:m, 1976), les systèmes eau-gaz (Daridon, 1992) et les systèmes eau-gaz

sels (Bowers et Helgeson, 1983; SS)reide et Whitson, 1992). Les équations d'état cubiques 

actuelles parviennent à une bonne reproduction des données expérimentales, mais ceci se 

fait en ayant recours à des développements souvent empiriques et en utilisant un grand 

nombre de paramètres d'ajustements. De telles équations d'état ne sont plus alors 

extrapolables en dehors des conditions de pressions et températures, dans lesquelles elles 

ont été ajustées. Mais, depuis l'équation de van der Waals, de nombreuses avancées ont été 

réalisées sur le plan théorique en mécanique statistique. Des méthodes mathématiques ont 

été établies permettant de calculer de manière plus réaliste les propriétés thermodynamiques 

d'un fluide à partir de ses potentiels intermoléculaires. Ainsi, de nouvelles équations d'état 

reposant sur de solides bases théoriques peuvent être mises au point. C'est en particulier 
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une de ces nouvelles équations d'état, construites pour modéliser les propriétés 

thermodynamiques d'un mélange d'ions et de dipôles, qui a été utilisée dans ce travail pour 

les équilibres liquide-vapeur des fluides H20-NaCl. 

Les interactions moléculaires dans les fluides eau-gaz-sels. 

La difficulté de la modélisation des fluides eau-gaz-sels provient principalement du 

fait que l'eau, les gaz (C02, CH4, N2, ... )et les sels représentent trois types très différents 

de molécules. Les constituants, regroupés sous le nom de "gaz" (C02, CH4, N2, ... ) 

constituent les espèces chimiques les plus simples. Les molécules de méthane et d'azote 

sont des molécules nonpolaires interagissant par des forces de dispersion et des forces 

quadrupôle-quadrupôle, quadrupôle-octopôle, . . . Leur point critique est situé à des 

températures très basses ( -146.95°C pour l'azote, -82.55°C pour le méthane). La molécule 

de dioxide de carbone est un quadrupôle fort, et elle est donc capable de développer des 

interactions plus fortes, comme le révèle la valeur plus haute de la température critique du 

C02 (31.1 °C). Depuis longtemps, l'eau est reconnue comme étant un fluide avec des 

propriétés uniques. Son point critique est situé à haute température (374°C), ce qui traduit 

l'existence de liaisons fortes entre les molécules d'eau. La molécule d'eau est en effet 

fortement polaire (~ = 1.83 Debye), et elle est capable de former des interactions, dites 

liaisons hydrogène, avec d'autres molécules d'eau. C'est en raison de ces liaisons 

hydrogène, que les molécules d'eau ont tendance à former des groupements tétraédriques. 

C'est ce qui se passe dans des phases condensées comme la glace ou les hydrates de gaz, 

où les molécules d'eau constituent un réseau dilaté reliées entre elles par des liaisons 

hydrogène. Et enfin, les espèces ioniques représentent les molécules développant les 

interactions les plus fortes. La température critique des sels n'est pas connue avec 

précision, mais elle se situe probablement autour de 3000°C pour le chlorure de sodium. 

Des interactions moléculaires fortes se développent aussi entre l'eau et les sels. L'eau est 

un liquide à constante diéléctrique élevée. De cette propriété provient sa forte propension à 

dissoudre les sels. De plus, les molécules d'eau ont tendance à former des sphères 
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d'hydratation autour des ions. Par contre, la solubilité des gaz est plus limitée dans les 

solutions aqueuses. Cette rapide revue donne une idée de la diversité des interactions 

moléculaires s'exerçant dans les fluides eau-sels-gaz; et il n'est donc pas étonnant de 

constater que la modélisation de tels fluides soit difficile. 

Dans ce mémoire, trois applications différentes de la modélisation des fluides eau

gaz-sels à partir des équations d'état sont développées. Mais, auparavant, le premier 

chapitre décrit un nouvel outil de programmation permettant de faciliter grandement le 

calcul des dérivées et des fonctions thermodynamiques à partir des équations d'état. Cet 

outil s'est révélé très utile lors des calculs de diagrammes de phase et de la mise au point 

d'équations d'états. La première application est développée dans le deuxième chapitre et est 

consacrée aux équilibres de phase du système C02-CH4-N2 et à la détermination des 

propriétés volume molaire-composition (v-x) des parties volatiles des inclusions fluides. 

La deuxième application, développée dans les troisième et quatrième chapitres, concerne 

l'application d'un modèle thermodynamique dérivé de la mécanique statistique aux 

équilibres liquide-gaz des systèmes eau-sels. Et enfin, la troisième application, décrite dans 

le cinquième chapitre, donne deux exemples de l'utilisation d'un modèle de stabilité des 

hydrates de gaz, d'une part pour déterminer la salinité globale et la densité de la partie non

aqueuse de certains types d'inclusions fluides, et d'autre part pour interpréter les mesures 

de composition des fluides échantillonnés lors de forages du Leg ODP 164 (Ocean Drilling 

Program) consacré aux hydrates de gaz marins. 
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CHAPITRE 1 

Une nouvelle librairie 
pour calculer analytiquement 

les propriétés thermodynamiques 
des fluides 

avec les équations d'état. 
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Résumé 

Les équations d'état non-empiriques et s'appuyant sur un modèle physique des 

fluides sont le plus souvent exprimées sous la forme d'une expression de l'énergie 

d'Helmholtz en fonction de la température, du volume molaire et de la composition. 

Cette formulation est commode, car toutes les propriétés thermodynamiques peuvent 

être alors obtenues par simple différentiation de l'énergie d'Helmholtz. Cependant, 

dans la pratique, le calcul formel des propriétés thermodynamiques peut représenter 

une grosse charge de travail. En effet, la complexité des expressions mathématiques 

croît de manière exponentielle avec l'ordre de dérivation et il n'est pas rare d'avoir à 

calculer des dérivées jusqu'à l'ordre quatre. Ainsi, les calculs d'équilibres de phase 

nécessitent de connaître les dérivées de l'énergie d'Helmholtz jusqu'à l'ordre deux, et 

les dérivées du quatrième ordre sont requises pour les calculs de courbes critiques. Et 

dans certains cas particuliers (par exemple, le calcul de points tricritiques, cf 

Chapitre 3), les dérivées d'ordre six sont également nécessaires. Parallèlement à cela, 

la complexité des équations d'état actuelles croît de manière considérable. Il suffit de 

comparer l'équation de van der Waals et le modèle MSA décrit dans le Chapitre 3 pour 

se rendre compte du degré de complexité atteint aujourd'hui par les modèles dérivés de 

la mécanique statistique. Le calcul formel à la main des dérivées de l'énergie 

d'Helmholtz du modèle MSA (chapitre 3) jusqu'à l'ordre quatre nécessite des semaines 

de travail, et les erreurs sont inévitables. Par conséquent, il est nécessaire d'utiliser une 

méthode. Des logiciels de calcul formel existent à l'heure actuelle et permettent 

d'obtenir les expressions mathématiques des dérivées seulement jusqu'au troisième 

ordre (Deiters, 1994, communication privée) si l'équation d'état n'est pas trop 

complexe. Une alternative aux logiciels de calcul formel est présentée ici et elle est 

utilisable sous la forme d'une librairie informatique orientée objet. Les dérivées jusqu'à 

l'ordre quatre des opérateurs mathématiques (somme, produit, division, puissance, 

sommes multiples, ... ) les plus usuellement utilisés dans les équations d'état sont 
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préprogrammées. Il n'y a donc plus besoin d'exécuter de longues et fastidieuses 

dérivations des expressions mathématiques. Le travail du concepteur de l'équation 

d'état sc limite alors à programmer la succession des opérations mathématiques 

requises pour le calcul de l'énergie d'Helmholtz. Cette étape se fait en représentant 

l'énergie d'Helmholtz sous la forme d'un "arbre", dont chaque noeud représente une 

opération mathématique, et chaque lien un paramètre. La librairie utilise cette 

représentation de l'énergie d'Helmholtz sous forme d'arbre pour calculer les dérivées. 

Cette librairie est couramment testée et utilisée depuis deux ans au CREGU avec de 

nombreux modèles thermodynamiques différents, et elle permet des gains de temps 

appréciables dans la programmation des équations d'état. L'ensemble de ce travail fait 

l'objet d'une publication actuellement sous presse (Thiéry, 1996). 
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Abstract-A new global approach for calcula ting thermodynamic properties of fluids with equations of 
state is proposed. This melhod uses an object-oriented library, written in C + +, and containing a 
number of routines thal facilitale thermodynamic calcula ti ons. lt is applicable to any equation of state 
formulated by an analytical expression of the Helmholtz frce energy. The pro gram ming work of the user 
is limited to the building of a parse representation of the Helmholtz free energy. This parse graph is then 
processed by the program for analytically calculating the required derivatives and thermodynamic 
properties of fluids. A demonstration of this library is made with the Anderko and Pitzer equation of state 
for HP-NaCI-KCJ fiuids. The Helmholtz free energy has been diiTerentiated analytically up to the fourth 
order with respect to the temperature, molar volume, and composition. Calculated derivatives are used 
to calcula te the criticalline of HP-Na Cl mixtures and other thermodynamic properties, which otherwise 
would be difficult to obtain. 

Key Words: Equations of stale, Thermodynamics, Critical state, H20-NaCI fluids, Object-oricnted 
programming 

INTRODUCTION 

Knowledge of the thermophysical properties of 
geological fiuids is required for the understanding of 
chemical and mechanical processes occurring in 
various environments. The equilibrium state of a fiuid 
mixture of N components is defined entirely by a set 
of (N + 1) intensive variables that can be either 
TVx, PTx~o SVx,, or SPx, (where T is the tempera· 
ture, Vis the molar volume, Pis the pressure, Sis the 
molar entropy of the system, and x, is the mole 
fraction of the ith componcnt in the mixture). Any 
expression of the form F(a~>a2 , ••• ) = 0 in which the a, 
are the (N + 1) variables defining the equilibriW1l 
state of the system is tem1ed an equation of statc 
(EOS). lts fommlation can be empirical or guided by 
thcoretical expressions. In TVx, coordinates, EOS 
may be given by expressions of the Helmholtz frcc 
cncrgy, A from wlùch ali desircd quantities can be 
obtained by classical thermodynamic relationships. 

A = A (T, V,x,) (1) 

Such a fommlation, refcrrcd to as the fundamcntal 
equation, is more convcnient than P = P(T,V,x,) as 
ali thcmwdynamic propcrties of the lluid arc 
obtaincd by simple differcntiation with respect to the 
TVx, variables. This fomllllation is now used by most 
rcccntly published EOS, and has bcen choscn for this 
study. 

A great deal of the work of the thermodynamist 
consists of differentiating the fundamental equation 
to obtain ali the desired thermodynamic properties. 
This can represent a large amount of time, as specifie 
mathematical formulations of EOS arc ra rely simple. 
Recent advances in statistical mechanics Jead to 
efficient, but complex expressions, which are cumber
some to diJTerentiate. A good illustration of this is 
given by the Anderko and Pitzer 1993a), 1993b) EOS 
for the HP-NaCl-KCJ system above 3<XJOC. This 
EOS is successful in calculating liquid-vapor phase 
equilibria and adequately predicts the densities of 
liquids and vapors. However, for dcriving the molar 
cnthalpy, Ji, from the Helmholtz frce energy (Eq. 2), 
Andcrko and Pitzer remark that "the temperature 
dcpendency of some of the tem1s of A is so complex 
that the derivative was detem1ined numerically rather 
th an analytically", 

Il= _ r-( il(~~n). - v( ~t~) (2) 
J...-, r .... 

Gcncrally, othcr important parameters such as the 
pressure and the chemical potential of a componcnt 
arc easy to obtain by simple first-order diffcren
tiation: 

p = - (~:~) ' 
T.>, 

(3a) 
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~t. = ( ~~~ )r.•·~, = ~ [ ( ~:, )r.•·~,- ~( ;,~ )r_,.J 1 

(3b) 

where n and n1 stand, respectively, for the total 
number of moles and the numbcr of moles of the ith 
component in the system. The complexity of 
expressions incrcases rapidly with the order of 
diJTcrentiation (sec later), and diJTcrcntiation up to 
the fourth order is rcquired. Indecd, efficient 
algorithms for calcula ting fluid phase cquilibria (J>eng 
and Robinson, 1977; Asselineau, Bogdanic, and 
Vidal, 1979) rcquirc sccond-ordcr diJTcrentiatcs of the 
Helmholtz frcc cnergy. Critical phcnomena play an 
important role in gcochemical proccsses (DischoJT, 
Rosenbaucr, and Pitzer, 1986; Johnson and Norton, 
1991), and the location of critical points of fluid 
mixtures rcquires diJTcrentiates at !cast up to the third 
ordcr (Huron, Dufour, and Vidal, 1977; Baker and 
Luks, 1978; Heidemann and Khalil, 1980; Michelsen, 
1980; Michclsen and Heidemann, 1981; Eaton, 1988). 

Thcre are threc methods to obtain analytical 
expressions of the derivatives of the frcc energy. The 
first one is band calculation, which can be lengthy 
and painstaking. The second one is numcrical 
ditferentiation. As shown previously, this method is 
sometimes used for first-ordcr ditfercntiate calcu
lations, but should be discarded for calculating 
higher-order ditfcrentiatcs. Three-point and five
point finitc-ccntered formulac are not relia ble enough 
for determining the second- and third-order differen
tia tes, which are neccssary for locating a critical point 
(Heilig, 1988; Heilig and Franck, 1990). DiJTcren
tiates from the third ordcr up to the sixth order have 
bccn obtained by .Dciters and Pcgg (1989) by using 
optimized numcrical diffcrcntiation formulas, but this 
requires more computing timc. The third method 
involvcs the use of computer programs that pcrform 
analytical calçulations, such as Mathcmatica (Wol
fram, 1991), Rcducc (Hcarn, 1987), Matlab (Chen 
and Moler, 1993),... such programs arc tcrmcd 
symbolic calculation software, and arc uscd with 
some succcss (Heilig, 1988; Heilig and Franck, 1990; 
Dciters, pers. comm., 1994); howcver, they are not 
free of critics. The main problem is thal thcse 
programs require extensive of mcmory for compli
catcd EOS. Thus, the analytical expressions of 

derivatives that can be produccd with these prograrns 
arc linùted mostly to the third ordcr (Dciters, pers. 
comm., 1994). Thcrefore, the creation of new 
programming tools dcvotcd specifically to EOS 
would be a great help. 

This paper dcseribcs a new tool, which is now used 
in our laboratory for calculating analytically the 
ditfcrcntiatcs of the Helmholtz frce energy and the 
thcrmodynamic propcrties of fluids. This method 
uses an object-oricntcd library, written in C + + . It 
is based on an algorithm which looks similar to the 
one uscd by symbolic calculation software. Howevcr, 
our library ovcrcomes the shortcomings of these 
programs and is able to handlc the most complcx 
EOS and to calculate multivariable ditfercntiates up 
to the fourth ordcr (and highcr, if rcquired) with 
respect to the T, V and x,. First, a brief explanation 
of the diJTcrentiation algorithrn will be given. 
Differences bctween our library and syrnbolic 
calculation programs arc pointed out. Then, the use 
of this library is illustratcd with the Anderko and 
Pitzer 1993a), 1993b) EOS. 

PRINCIPLES OF THE DIFFERENTIATION 
ALGORITHM 

The difficulty of ditferentiating a complcx arith
metic expression is the number of terms, which grows 
exponentially each time the order of diJTerentiation is 
incrcmented (Norris, 1981). For a small subexpres
sion such as the product of two multivariable 
functions, such as u•v, the first-order derivative 
involves 4 terms, the second ordcr 8 tcrms, the third 
ordcr 16 tcrms, ... ; and bence, the number of 
operations is multiplicd by two at each diJTercntiation 
step. The situation is worse for the division operator, 
whcrc the numbcr of operations is multiplied 
practically by three at cach stcp. Thus, even after 
simplification and factorization of the expressions, 
the fourth-order derivative of ufv involves at !east 131 
tcrms. Most specifie statcmcnts of the Helmholtz free 
energy function contain many tcrms and opcrators. 
Sorne of these statcments have been listcd in Table 1 
toge th cr with the number of mathematical operations 
rcquired for calculating the Helmholtz frec cnergy. 
Cubic EOS require rclatively few operations, which 
makc them useful for practical calculations (Thiéry, 

Table 1. Numbcr (No.) of mathematicnl operations required for calculating the Helmholtz frec 
encrgy of sorne EOS 

EOS 

Cubic EOS. allrnctive part 
Doublik EOS (1970) for hnrd-sphcrcs mixtures 
Andcrko and Pitzcr, 1993a), dipolc-dipole interaction for H10-NaCI system 
Andcrko and Pitzcr, 1993a), dispersion interactions for H,O-NaCI system 

IUPAC EOS for CH.(Angus, Armstrong. and de Reuck, 1978) 
IUPAC EOS for CO,(Angus. Armstrong, and de Rcuck, 1976) 
Kccnan EOS (1969) for 11,0 
llnar-Gallnger-Kdl EOS (1984) for 11,0 
!lill EOS (1990) for H,O (outsidc the crilical region) 
The MSA ion-dipolc mode! (Lvov and Wood, 1990) for 11,0-NnCI solutions 
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53 
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Vidal, and Dubessy, 1994; Thléry, Kerkhof, and 
Dubessy, 1994; Thléry and Dubessy, submitte, 0). 
However, sorne reccntly published EOS (Angus, 
Armstrong, and de Reuck, 1976, 1978; Keenan and 
others, 1969; Boublik, 1970; Haar, Gallagber, and 
Kell, 1984; Hill, 1990; Anderko and Pitzer, 1993a, 
1993b) require many more operations. Now, new 
efficient EOS (Lvov and Wood, 1990; Harvey, 1991), 
which are based on recent advanccs of statistical 
mechanics, are more complex stiJl. Thus, it is not a 
surprise that the differentiation of such a function 
becomes quickly impracticable. 

A first answcr to this type of problem bas been 
given by symbolic calculation software. These 
programs are ali based on an algorithm used widely 
in computer science (Haugeland, 1985; Sedgewick, 
1992). The principle of this algoritlun is simple: a 
complex task can always be decomposed into 
elementary operations and decomposition is con
veniently visualized by a hierarchlcal representation. 
For instance, consider how a simple arithmetic 
expression is split into smaller subexpressions 
(Fig. lA): 

f(x,y,z) = 11 x· v+ vfu x w, (4) 

where f, 11, v and w are a function of three variables, 
x, y and z. This is how symbolic calculation programs 
store an arithmetic expression in memory. This type 
of representation is terrned a parse trec (Sedgewick, 
1992). Each box is terrned a node and refcrs to an 
arithmetic operation (an addition, a multiplication, 
the logarithm of a quantity, ... ). The upper node is the 
root and it con tains the expression to be decomposed. 
Bifurcation starts from the root and continues so long 
as it is possible to decompose a su bex pression furthcr. 
Terminal nodes are terrncd the leaves and contain 
irrcducible expressions. Now, for calculating a 
first-ordcr differentiatc, symbolic calculation pro
grams traverse the parsc trec from the !caves up to the 
root. At cach node of the parse trec, a simple 
first-order derivation rule is applied. The rcsult is the 
construction of a new parsc trec. Fig. ID shows the 
parse trec obtained for the first-order partial 
derivative (offox), . .~· denoted as /. (derivatives are 
written using tl;e convention, where subscripts 
dcsignate the difTerentiation variables). The root of 
this new parse trec contains the desired arithmetic 
expression of the first-ordcr difTerentiatc. lt is worth 
noting that the parse trec of a first-order difTcrenti
atcd expression grows alrcady considerably in sizc. 
For calculating a derivative of order n, symbolic 
calculation programs apply this algorithm n times. 
Thus, thcre is no theoretical limit for the order of 
difTcrcntiat.;s that cau b.; calculat.:d. Howev.:r, 
memory requiremcnts of this algorithm may b.; so 
gr.:at that expressions of fourth- and higher-order 
difTerentiates cannot b.; obtained (Deit.:rs, pers. 
comm., 1994). 

This kads us to th.ink about an alternative method 
for calcula ting analytical values of difTerentiates. Our 

mcthod uses parse representations, too; but there are 
large differences with respect to the method used by 
symbolic calculation software. As shown above, thesc 
programs manipulate only strings of characters, 
which are arithmctic expressions of the derivatives. 
Thcse strings of characters th en can b.; inserted in the 
source code of the ca)culation programs. On the 
contrai-y, our library does not try to obtain the 
analytical expressions of the partial derivatives, it 
calculates only analytically their nurncrical values. 
Symbolic calculation software is able only to apply 
first-order derivation rules to a given parsed 
expression. In our library package, the source code 
for calculating the first-, second-, third-, and 
fourth-order derivatives bas been written for a large 
numb<!r of operators. Such a mode of operation bas 
severa! advantages. First, memory requiremcnts of 
our library are smallcr. For cach derivative, symbolic 
calculation software producc a new parsc trce, which 
is progressively more complex each time thal the 
differentiation order is increased (Fig. lB). With this 
library, no parse trce for the partial differentiates is 
constructed. Indecd, for calcula ting a differentia te of 
order n, the library uses only the parse trec of the 
arithmetic expression, thal bas been built by the user 
(Fig. IC). Of course, the order of differentiates that 
can be obta.ined at this lime is lirnited to the fourtb 
order, but, if neccssary, this lirnit could be increased 
to a hlgber order. It would requ.ire to write only the 
source code of higher derivatives. Another shortcom· 
ing of symbolic calculation programs is th at they give 
complex and lengthy analytical expressions for the 
diffcrentiated expressions. Many repetitions can be 
observed in the source code produccd by symbolic 
calculation software. These expressions should be 
simplified and factorized in order to producc an 
efficient and rapid program, but, as pointed out by 
specialists of symbolic calculation, the automatic 
simplification of arithmetic expressions remains a 
difficult problcm of computer science. For now, 
symbolic calculation software is not able to factorize 
simple expressions effectivcly. In our library, this 
problem is solved, as simplifications and factoriz
ations have b<!cn achieved at the stage of writing the 
source code. 

Our library has been written in C + + (Strous
trup, 1991 ), an object-oriented extension of the C 
language (Kernighan and Ritchic, 1978). Because 
users of this library will have to write sorne 
instructions in C + +, it is important to ex plain how 
this library is organizcd and constructed. 

ORGANIZATION OF THE LIBRARY 

This library (Fig. 2) is composed of two modules 
interacting with each other: the first module appli.;s 
to the calculat.ion. of analytical difTcr.:ntiates, the 
second module calculatcs them10dynamic propcrties 
of fiuids. The first module contains only source code 
for calculating the diiTcrentiates of a generic product, 
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A 

8 + (vx/u-v*ux/u2)*w-v/u*wx) 

Fig. 1. Comparison of differentia lion algorithms betwccn symbolic calculation software and our library. 
(A) Star! point is same: arithmctic expression is decomposed into smaller clcmcntary subexprc:ssions 
(boxes) which are casier to process. lrrcducible subexpressions, called "leavC's", are r<'prcsentcd by cirdcs. 
Arrows and numbers indicate the direction and order of the decomposition (from the root up to the 
!caves). (B) S}11lbolic calculation software build new parse trec for each dilferentiatc. Hcrc is rcprcscntcd 
parsc trec of differentia led function with respect to one variable. Parsc trec is obtaincd by applying simple 
first-ordcr dilfcrentiation rulcs on parse trec of Figure lA. Growth of parsc trec starts from lcavcs and 
cnds al rool. (C) Our library uses same parsc trec as Figure lA for calculating any dilfcrcntiate of n-ordcr. 
Dilfcrcntiatcs are obtained by applying dilfcrcntiation rulcs thal have becn programmcd in library. 

Notations ux, vx, wx, u2 arc uscd rcspcctivcly for u., 1'., w, andu 2 functions. 
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Phase equlllbria calculations. 
Application to geochemlcal 

processes modelling 

Î Î 

Î Î i 
~-·:ser's lnstru;o:~· 
l for calculatlng the 
~ Helmholtz free energy 
! ' j 

Fig. 2. Organization of library. Two main modules make up 
core of library 1/ calculation of differentiates of simple 
expressions, like product of two functions,... and 2/ 
calculation of state propcrties of lluids as a function of 
partial derivatives of Helmholtz free energy. Library 
communicates by means of (1) user's instructions for 
constructing parse trec of any EOS, and with (2) other 

spccializcd libraries of geochemical calculations. 

a srun, a ratio, ... In the second module, ali state 
parameters of interest for the thermodynamics of 
fiuid have· been expressed as a function of partial 
differentiates of the Helmholtz free energy. The 
source code is applicable to any EOS, expressed by 
means of the Helmholtz free energy. The first step for 
using tlùs library is to write C + + instructions for 
constructing the parse trec of the specifie Helmholtz 
free energy function of interest. Then, the user must 
compile the source file with aC+ + co~piler and 
link it with the library. After this step, the user can 
cali ali the available subroutines of thermodynamic 
calculations. Tlùs library and the user's code can be 
Iinked to other specialized libraries for geochemi~al 
process modelling. 

USE OF THE DIFFERENTIATION LIBRARY 

A detailed example 

The use of the differentiation module will be 
illustrated with the simple function, given by 
Equation (4). Using C + +, one defines, and 
manipulates entities, termed objeets, that combine 
variables and functions. Thus, the first step is the 
creation of an "object''. This is what is shown in 
the following cxample. The kcyword "struct" 
indicates that a new object is lx:ing defined. 
"An Example" is the name of the new dclined object. 
Variables and functions are declared between the 
brackets. Comments are introduccd with the charac
ters '//'. 

1/----------------struct AnExample : public-Equation 11----------------
( 

Il Declaration of the nades of the parse tree 

Swn2 f : 
Product uv : 
Product vuw : 
Division vu : 

Il f = uv + vuw 
Il uv = u • v 
Il vuw =vu • w 
Il vu = vlu 

Il Declaration of the leaves of the parse tree 
Il u(x,y,z) = 2.0 • x • x 
Il v(x,y,z) =x +y + z 
Il w(x,y,z) =x- y • z 

Leaf u : 
Leaf v : 
Leaf w : 

Il The differentiation variables 

double x ; 
double y : 
double z : 

Il Declaration of the functions 

AnExarrple ( ) : 
void calculate_the_leaves () : 
void calculate_the_partial_differentiates () 
void check_derivatives () ; 
) ; 

The second step is to construct a C + + 
representation of the parse trec. The method used 
hcre is similar to that used by symbolic calculation 
softwares. This is performed in our cxample by the 
function AnExample ( ). 

11--------
hnl:xrut;>le :: An!:>cam;ole () : ~a~ion Il 

11----·---------------
11 Cons:ruction o! the J)<:ll"se t:ee (Fig lA) 
Il·. 
( 

f • tle ( uv , vuw l ; Il ! = .Jv .. vuw 
f • set_scalars ( 1.0 , 1.0 , 0.0 1 

uv • tie ( u , v ) : 
vuw • tie ( vu , w ) 

•.ru tie ( v , u ) ; 

Il '.JV = lJ • v 
Il •lUW = vu • w 

//vu•v/u 

Il There ar~ t.hrP.e éiffct:"cnt i~S;i.on variables (x,y and ;;:) 

IIW<il>«r_ot_vanables (3) ; 

The tie () function connects the nodes. After the 
parse graph has been defincd entirely, the numlx:r of 
differentiation variables must be specified by calling 
the number_of_variables () function. 

Finally, in the third stcp, the user writes the 
function that calculates the partial differentiates of 
irreduciblc expressions. This is carried out by the 
calcula te_the_lea v es () function. (sec page 6) 

Variables for wlùch derivatives are to lx: calculated 
arc givcn arbitrary identification numbers, starting 
from zero. Thesc numbcrs arc used as index numlx:rs 
for referencing a specifie derivative value. An 
important remark is givcn berc: the user must specify 
diiTerentiation variables of any derivative in a 
decreasing order (for example, for rcferring to the e,, 
derivative, and by using the following identification 
numbers (x ,0), (J•, 1) and (= ,:.!), the user will have to 
writc w(2,1) and not w(l, 2)). 
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if'---
void ~rrple :: Clllcu-.lte_t:,._:Hves. i) 

Il ----------
1/ Clllc:ull'.tion ot pa::·L.i.dl differentiates of irrcduct.!.hht 
Il e>CPl'esr.ions 
Il Inde.xl"!!'t of r:t.q c!~ f.:~rentiat1oo variables e.ce : 
Il (j t r.hP. x v"d.,blf' 
Il 1 : thf't y V/\l"'i...,ble-
/1 :2 : the .z variable //--------------------
( 
1/ U(X.)''.Z} : 2.0 • X • X ; 
/1 V(K,y. %} • X • ':/ • % 
JI w(x,y,z)•x-y•z 

u0•2.0•x••: 
V()•X•Y•z: 
w() .. x·y•~: 

.,1 (0} • 2.0 • x : 
'-~ ,o.o• • 2.~ ; 

v (Q) • 1.0 : 
v{l)al.O; 
v {2) • ::..o : 
w (UJ • 1,:J : 
w (1) - -: 1 
w (~J .. -y : 
w (2,1) • ·1.0 : 

Il Ott1e-r d"!':iva:tvea a:e equal :o Zi'ro, by dft!aul\.. 
) 

Now, it remains to caU the library functions thal 
calculate the partial differentiates. Tlùs is performed 
by the following three instructions in the cal cu· 
late_the_partial_differentiates {) func
tion. 

If-
void A."'l~lft :: r."l~.thttf'_thfo.....PlU't!.al_di!!erentiat((S 0 

If 
Il Calculot.io:\ of t..~ Pùrtiül dltter,..nt:ill:".ft!l;, 

11---~-------------------( 
inr. o--d~:r • 4 ; Il :.h~ C:ifferentiation crcWr 

t . calcu:at.o c o:-Mr J ; 
) 

The initialize_the_graph () function re
sets an internai fiag that prcvents repetitive 
expressions from being recalculated. 

Here is the subroutine for calculating and 
displaying the/., and /.r: partial differentia tes: 

11-----
void Nl.n 1, 11-------

1 
/I.J'lEx.drrple t!Xarrrple : 

exct:'f!PlC • calcu:a:e_thP._p.'lrt.ial_ditterent=..~te! () 

pnr.tf (•t.;,..g \Lg• f exc.."':'Ple . 1 !!,0) , exarrçle . f 12,1,0} } 
) 

Some useful frmctions 

In tlùs section, some uscful functions availablc 
witlùn the diffcrcntiation library arc addresscd. First, 
it may happ.:n that somc irredueible expressions do 
not depend on some variables. For instance, in the 
previous modcl, wherc the !caf rderrcd to as u docs 
not depend on the y and z variables. Thus, 
calculation of diffcrcntiatcs with respect to thcsc 
variables is rcdundant. For this rcason, the user has 
the option to spccify to the library whcther an 
expression rcally is a function of a givcn variable 

or not. Tlùs is aclùeved with the following 
instructions: 

u • •peci fy_variable_é.,pendency 1 1 • FM .SE ) : 
v • speci fy _variable_dependency ( 2 , FA!..SE ) ; 

Il : and 2 are the indexe!i of the y and z vnriù.bles 
li ita the ar ray o:! di fferentiation w.ria!:>les 

In this example, the user indicates that the 
expression u is not dependent on the y variable. After 
ali specifications have bcen set, the user can request 
an analysis of the dcpendencics of the nodes of the 
parse trec by calling the analyze_dependencies 
{) function 

f analyze_dependencies () 

Another important group of functions furnished by 
tlùs library concerns the detection of mistakes made 
by the user. Possible crrors are of two types. The first 
type occurs when the user forgets to dcfine one 
connection between two nodes. The user should 
therefore be careful when the parse graph contains 
many nodes. Two utility functions are given for 
dctecting this type of error (the print {) and 
checl<_pointers {) function). 

f print ( file ) 

f . check_connections ( file ) 

The print () function writes on a file the list of 
the nodes with their connections. Memory addresses 
and the nature of the nodes are indicated. The 
checl<_connections () function detects whcther 
a connection is lacking. The second type of error 
involves differcntiation mistakes of the leaves. This 
library provides a method for detecting them. The 
user can carry out a systematic checking of 
differentia tes of a given node by calling the check 1 
(), check2 (), check3 (),and check4 () 
functions, respcctively for checking first·, second-, 
third, and fourth· order derivatives. Each of these 
functions compares values of derivatives, calculated 
with the library and by a finite-centcred difference 
method. Analytical and numcrical values are then 
reported on an ASCII file spccified by the user. If the 
number digits are not identical (except for the last 
digit), thcre is an error in the derivatives of the 
"!caves" expressions. (sec opposite) 

The list of opera tors and frmctions 

The list of available opcrators and functions is 
givcn in Table 2, and covcrs most of the situations 
cncountercd in thcm10dynanùc modclling. Note that 
although exponentiation Powo and Power objccts 
look sinùlar, they do not have the samc bchavior. 
Power objccts accept only positive values of (11 + b) 
expressions, whcrcas l'owo objccts acccpt positive 
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11-----------------------------------
void AnExample 11 checX-derivatives Il 

11-----------------------------------------
l 
FILE • report = fopen 1 •oerivatives.note• •w•) 

double var (3], dvar (3] ; 

var (0] 200.0 ; 
var (1) = 40.0 ; 
var (2) = 500.0 ; 

àvar (0) l.Oe-6 
dvar (1) = l.Oe-6 
dvar [2) = l.Oe-6 

f 
f 
f 
f 

checkl 
check2 
check3 
check4 

report 
report 
report 
report 

fclose (r·eport) ; 
J 

Il the x variable 
Il the y variable 
Il the z variable 

Il step parameters used 
Il for calculating numerical 
Il diffe=entiates 

ve.r , dvar ) 
var , dvar ) 
var , dvùr ) 
var , dvar ) 

and negative values. However Power objects accept 
any value for the exponent, and Powo objects acccpt 
only exponents which can be expressed by a ratio of 
two integers (c = nfm where c is the exponent, n 
denotes any integer, and m is an odd integer). For 
constructing a parse trec for any arithmetic 
expression, the knowledge of Table 2 and of two 
important functions (tie () and set_scalars () 
functions) is sufficient. The tie () function connects 
a parental node (denotcd as P) to one or two 
subexpressions (denoted as u and v). 

Node F, ·J, v ; 

P • tie ( u ) Il if P conr.ecls to only on" node 

P • tie ( u , v ) 11 or if P cow!ects to t~ nodes 

Arithmetic expressions involve always scalar 
parameters. These are always specified by calling the 
set_scalars ( ) function. 

Node l' ; 
double a. b. c, d ; 

P set_~calars ( a ) : 

Il scalar pa~ru•~ters. as defined 
Il by Table 2 

Il if P is a Cube object, for lnstance 

P set_scalôrA ( a, b ) : 11 if l' is an Inverse abject., tor instance 

P . set_scalars ( a , b , r. ) ; 
Il it P ls a Power object, !or instdnc~ 

P . sct_scalars ( ù , b , c , d ) ; 
Il i t P is an E.h-ponential objer:c, for :..ntttèlnce 

Othcr opcrators arc more complcx, and thcir use 
must be dcfincd explicitly. Thcsc arc the Sum, 
LineaX2, LineaX3, SumX2, SumX3, SumX4, 
and SumXS types of nodes. They arc used mostly to 
extcnd EOS to lluid mixtures. They involvc multiple 
summations through the componcnts of the system. 
The different stcps rcquircd for using thesc objccts arc 

summarized in Appendix A for the sum objcct, in 
Appendix B for the Li ne a X and Li neaX2 objects, 
and in Appcndix C for the SumX2, SumX3, SumX4 
and SumXS objects. 

USE OF THE MODULE FOR THERMODYNAMIC 
CALCULA TI ONS 

In representing and calcula ting the them10dynamic 
properties of fluids, it is usual to split molecular 
interactions within a fluid into severa! contributions; 
for instance, the repulsive contribution, the dis
persion, the dipole-dipole interaction, the dipole
quadrupole contribution,and others. This bas been 
considered in the construction of our library. Two 
basic objects have been irnplemented: the In ter
action and FluidPhase objects. The Inter
action objcct is used for modelling different types 
of interactions, whereas the Flui dPhase object 
contains ali basic variables and functions for 
implementing an EOS. What the user must do for 
implementing a new thermodynamic mode!, is to 
construct new objects inherited from the In ter
action and FluidPhase objects. A typical 
inheritcd FluidPhase object uses one or more 
different Interaction objects. It is worth noting 
that the oniy significant amount of programming 
work is the construction of parse trees. A large 
number of variables and functions are predefined in 
the Interaction and FluidPhase objects that 
the user need not recreate. The most important of 
these functions involve: 

• the calculation of chemical potentials, fugacities, 
and activities, and their first-order differentia tes with 
respect to the temperature, molar volume, pressure, 
and mole fraction; 

• the calculation of the molar volume, given the 
temperature and the pressure; 

• the calculation of Iiquid-gas, liquid-liquid, and 
liqwd-Iiqwd-gas equilibria (Asselineau, Bogdanic, 
and Vidal, 1979), including the calcula ti on of various 
phase diagrams (isothenns, isobars, and isopleths for 
binary and ternary systems); 

• the calculation of the critical curve of binary 
fiuids. 

APPLICATION TO TIIE ANDERKO AND PITZER 
EQUATION OF STATE 

As an illustration of the uscfulness of this library, 
the Anderko and Pitzcr 1993a), 1993b) EOS bas been 
choscn. It applics to the Hp-NaCI-KCI system 
a hove 30<Y"C. This ternary system is representative of 
lluids thal arc met in a wide varicty of gcological 
cnvironments. In particular, ncar-critical conditions 
of this system arc important for the undcrstanding of 
boiling scafloor gcothermal systems and of many 
hydrothermal dcposits (Uischoff, Roscnbauer, and 
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Table 2. List of availableobjects in library for user. a, b, c and dstand for scalars 
involved in arithmetic expressions. u and v are used for "children" su bex pressions 

Object Arithmetic expresion 

a (u+b)' 
a exp (bu + c), 
a/(u + b) 
a/(u + b)' 
a log(u+b) 
a(u+b)' 

Cube 
Exponential 
Inverse 
lnvcrsc2 
Logarithm 
Power 
Powo 
Square 
Suml 

a(u + b'f with c = n/m and m is an odd intcgcr 
a/(u + b)' 

Sum2 
Sum 
Division 
Product 
LineaX2 
LineaX3 
SumX2 
SumX3 
SumX4 
SumXS 

au+b 
au+ bo + c 
Ia,u, 
au;u 
a uv 
l:l:a_x,x, 
rria, •. v,x. 
rrx.x,u.. 
rrrx.x,x.u .. 
rrrrx.x,x.x,u.., 
rrrrx.x,x.x.x~u""~ 

Pitzcr, 1986). Our library bas becn used for solving 
two difficult problcms: 

where '1 is the reduccd density, 

• calculation of the critical locus curve of the 
H20-NaCJ system, 

• calculation ofthcrmodynamic propertics, rcquir· 
ing diffcrentiation of the Helmholz free energy with 
respect to the temperature, such as the enthalpy, and 
others 

b 
'1= 4V 

and b is the covolume of the mixture, 

b = 2)p,. 
j 

(7) 

(8) 

Ca/cu/arion of derivatives of the Helmholtzfree energy 

The Anderko and Pitzcr EOS considers the 
H20-NaCJ-KCI system above 573 K as a mixture of 
H20 molecules and the ion pairs NaCJ and KCI. The 
Helmholtz frce cncrgy of H:O-salts mixtures is split 
into thrce contributions: 

where x,is the mole fraction of the ith component and 
b1 is the covolume. 

A = A,.ro~m.. + A.Arok + A"'""'''" , (5) 

whcrc A,.r"'""' is a rcsult of the repulsion bctwcen 
molecules and ion pairs, Adird, is representative of 
dipolc-dipolc interactions, and A,~,,,..,n ... stands for the 
attractive dispersion forces. For programming this 
EOS, three separa te I nteraction-typc objccts 
have becn defined for the intermolecular repulsion, 
dipolar, and dispersion forces. The source code for 
the repulsive part is given in Appendix D. Appendix 
E givcs the source code for the Anderko and Pitzcr, 
1993a) EOS. Sorne infom1ation about the construc
tion of the parsc trces of thesc three interactions is 
summarizcd herc. 

The repulsion contribution. The arithmetic ex-
pressions for the evaluation of A,.r-11,.., arc givcn by 
Andcrko and Pitzcr 1993a), 1993b) following the 
thcory of hard spheres (Doub1ik, 1970: Mansoori and 
othcrs, 1971 ): 

3DE E 3 E3 

A"l' Tll-p F 
RT = 1-11 + (1 -11r 

+ ( ~ - 1 }n( 1 - 11) , (6) 

The b1 covolumes and the u, hard sphere diametcrs 
arc relatcd by: 

whcrc N,. is the Avogadro numbcr. 
The paramctcrs D, E, and Fare given by: 

D = l:x.u,, 
1 

E - "xa2 " - L- 1 1 ' 
1 

(9) 

(lOa) 

(lOb) 

(lOc) 

The procedure for calcula ting the differentia tes of the 
A,.rowm has bccn completcly dcvcloped in Appcndix 
D. Fig. 3 can be uscd as a guide for following the 
construction of the parse representation. 

The dipole contribution. The Helmholtz encrgy 
dilfer.:nœ betwœn dipolar hard sphcres and simple 
hard spheres is expressed as (Stell, Rasaiah, and 
Narang, 1972; Rushbrooke, Stell, and Hoye, 1973; 
Stcll, Rasaiah, and Narang, 1974): 

AJ"' A2 
RT = A~ 

1-
A2 

(Il a) 
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m 
AO~ 

-· A2 aO * 
+ Al / 

a2 

Fig. 3. Parsc trec of Hclmholz frcc cncrgy for a mixture of 
hard spheres, following theory of Boublik (Boublik, 1970; 
Anderko and Pitzer, 1993a, Anderko and Pitzer, 1993b). 
Lcaves are surrounded by circles, and root is surrounded by 
rcelangular frame. Function pcrforrned by cach node is 
indicatcd by symbol bclow namc of cach subcxprcssion. 
Notations arc thosc uscd in declaration of Boublik objcct 

where 

' 

(sec Appcndix C). 

A2 = K2t[l2(1/), 

A,= K 3tT113(tT) , 

(Il b) 

(Ile) 

/ 2(11) and /3(1/) are empirical functions of the '1 density. 
Auxiliary functions, termed K, and K 3 have been 
introduced in order to simplify expressions: 

K, ·= "f'Lkv?'.Xi , (12a) 
1 j 

where 

(12b) 

and 

(13a) 

where 

(13b) 

1/;; and '1•~ are functions of the density and of the 
composition of the mixture, Jl1 is a function of the 
dipole moment of the ith component, K, is a 
quadratic function of the composition, and K3 is a 
cu bic function of the composition. For handling these 
finite summations, LineaX2 and LineaX3 objects 
of the library have b.!en used. 

The dispersion contribwion. 

A"'' 1 ( a acb adb
2 

aeb
3 

) 

- RT V+ 41fl + 16Vl + 64~"' ' 0 4) RT 

where 

(15) 

a= LLX.XPu • (16) 
1 1 

1 
d = -b, LLLLX.X;X~'t(ad)11vb~.u. and (18) 

a 1 1 A 1 

1 
e = -bl LLLLLX.X,r'I:~,X,.(ae)w...b:.V,., (19) 

a 1 1 A 1 '" 

Calculation of differentiates of the a, c, d and e 
summations requires respectively the use of SumX2, 
SumX3, SumX4, and SumXS objects, as explained in 
Appendix C. 

Calculation of the critica/ curve 

A binary mixture of components 1 and 2 is in a 
critical statc if the two following relations S1 and S2 

are equal to zero (Heilig, 1988): 

S 1(T,V,x2) = A~,.,Aw- Av~,= 0 (20a) 

S 2(T,V,x2) = A!A~.-.-,- 3A .. Av~,Av~,.., 

. + 3Aw~,A~~,- AwvA~,.,Av~, = 0, (20b) 

wherc A is the frce Helmholtz energy of the mixture, 
as givcn by the EOS. Tlùs set of non-linear equations 
bas been solved by the Newton method with the x2 

mole fraction as a given pararneter, and the 
temperature T and the molar volume V as unknowns. 

Once a solution has bcen obtained, it is still 
necessary to check the stability of this critical point 
by considering the following condition (Heilig, 1988; 
Heilig and Franck, 1990): 

A~,..,.,., - 4qAvx,.,.., + 6q2Avv.,.., 

- 4q3Awv., + q4A..vvv;:::: 0, (2la) 

A,. 
with q = ~ A,.,. (2lb) 

Thus, derivatives up to the fourtl1 order with respçct 
to the temperature, the molar volume, and the 
composition are rcquired and arc calculated with our 
library. When a critical point has been detcrmincd, it 
is possible to estimatc the variation of critical 
temperature and molar volume for a small change of 
the composition. This possibility is intercsting, as it 
allows the estimation of suitable values of T and V 
for th..: N..:wton algorithm of the next critical point on 
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the cri ti cal curvc. The solution of the following linear 
system is required: 

This result is obtained by writing the Taylor series of 
s, and s2 functions along the critica) line, truncated 
after the first term: 

dS - o -(as, ) dT+ (as, ) dV •- - ar av v,...,. T,.)(z 

+ ( aa~' ) d.'(z , (23a) 
.Xz r,v 

dS- o- (as2
) dT (as2

) dV 2 - - ar + av 
v,... 2 T.x 2 

It is worth noting that the left-hand matrix (Eq. 22) 
is calculated for the solving the nolinear system (Eq. 
20) with the Newton algorithm. Thus, this method 
permits a fast and stepwise calcula ti on of the critical 
li ne of a binary mixture. It is particularly valuable for 
water-salts systems, where a small increment of the 
.x2( = xN.ct) mole fraction value results in a large 
variation of critical P and T variables near the HP 
cri ti cal point. T- xN.ct and P - T projections of the 
critical curve of the H 20-NaCJ system calculated 
with the Anderko and Pitzer, J993a) EOS are given 
in Fig. 4. 

Calculation of the isobaric expansivity 

The isobaric expansivity (or thermal expansion 
coellicient) exemplifies an important themwdynamic 
parameter, which is difficult to extract from the 
Anderko and Pitzer 1993a), 1993b) EOS, as its 
calculation involves a temperature differentiation of 
the Helmholtz free energy. This parame ter is required 
for calcula ting the Rayleigh-Darcy number, which is 
a key parameter in modclling lluid circulations in the 
crust (Johnson and Norton, 1991 ), in particular for 
locating the transition bètween conductive and 
convective regimes. The expansion cocllicient is 
defincd as: 

(25) 

(ô VfôT >rean be obtained from the Helmholtz free 
energy by noting that: 

(26) 

( a2A) 
aJ/2 r 

Illustration of the variation of the isobaric expansiv
ity as a function of the temperature and the NaCI 
mole fraction is given in Fig. 5. 

CONCLUSION 

This library is used currently in our la bora tory and 
it can be applied to a large variety of theoretical and 
applied geochemical problcms, including, for 
ex ample: 

• phase topology studies of fluid mixtures, whcre 
derivatives up to the seventh order arc sometimes 
required, whatever the complexity of the EOS 
(Deiters and Pegg, 1989; Van Pelt and de Loos, 1992; 
Thiéry and Lvov, submitte, 0). 

• characterization of fluid inclusions whcre critical 
and retrograde condensation conditions can be 
dctennincd accurately with modcls developed for 
C02-CH..-N2 fluid inclusions (Thiéry, Vidal, and 
Dubessy, 1994; Thiéry, Kcrkhof, and Dubessy, 1994; 
Thiéry and Dubessy, submitte, 0). 

Advantages of this library are numerous. First, it 
is reliable. Checking functions arc supplied which 
allow analytical and numerical values to be 
compared: Detection of mistakes is casy, as each 
node of the parse graph can be checked individually. 
Secondly, it is a versatile tool. In rescarch, it is oftcn 
nccessary to test between severa! hypotheses. With 
such a library, it is straihtforward, for instance, to 
modify the temperature law for one of the paramctcrs 
of the EOS, orto modify a mixing rule. Without this 
l.ibrary, an extensive reprogramming of the computer 
code would be rcquired in sorne situations. Next, this 
library is able to take into account complcx opera tors 
such as simple finite summation (1:'), double 
summation (1:'1:'), ... up to the quintuple sunm1ation 
(EEEEE). Thcse opcrators are, indced, widcspread in 
modelling lluid propcrtics. Finally, this library is an 
efficient and helpful tool for programming thcrmo
dynamic models. Bcfore, one weck of painstaking 
code development and testing was ncccssary to 
differentia te the Helmholtz frcc encrgy function, such 
as the one proposed for hard spheres mixtures 
(Boublik, 1970), which can now be achieved in two 
hours. Moreover, when combined with our library of 
themJOdynamic calculations, any complex thermo
dynamic function is derived automatically. Another 
point ofinterest is thal programs that implement an 
EOS based on tlùs library will share the same routines 
and interface. Tlùs is an important consideration for 
implemenling and updating calculation programs. 
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Fig. 4. H:O-NaCI criticalline in P-T diagram (A). and T-X NaCI diagram (Il) calculatcd by Andcrko 
and l'itzcr EOS with a id of this library. Experimental data are th ose of Sourirajan and Kennedy ( 1962). 

of Knight and llodnar ( 1989). 
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Fig. 5. Isobaric expansivity (K- 1
) as function of temperature and NaCI mole fraction. Curves bave bccn 

calculatcd with Anderko and Pitzcr, 1993a) EOS for a pressure of 250 bars, i.e., above critical pressure 
of H10 (P, ... 217.6bar). Numbers indicate Na Cl mole fraction of aqueous solution. Full squares represent 
isobaric expansivity calculated for pure H10 fiuid with Haar, Gallagher and Kell EOS (Haar, Gallagher, 

and Kcll, 1984), rcported by Johnson and Norton (1991). 

Note. The source code of the library and detailed 
examples are availablc on the anon}mous FTP site 
"iamg.org". 
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APPENDIX 

For constructing the parse representation of a sum, such 
as: 

P - Pa + 2Pl - PJ + SP. + 3, 

hc:rc: is what the user must do; 

11------------------------------
11 Use of the Sum object 
11-----------------------------

Il the declarations of nodes 

Surn P ; 
Leaf Pl, P2, P3; P4 ; 

Il Instructions to insert at the 
11 beginning of the program 

P number_of_terms (4) ; 

P tie ( & Pl, & P2 , & P3 & P4 
P set_scalars ( 1.0 , 2.0 , -1.0 , 5.0 , 3.0 ) 

For constructing the: parsc: representations of expressions 
such as: 

K1 - I;I;x.x};z;j, and 
1 j 

K, ... LLLXiX;X.kJ;,.., 
1 j • 

where k2.v and k2.1.A arc scalars, the: user must write the 
foiJo,•:ing instructions: 

Il· 
Il Une ct the Lineax2 And Lineax3 ob)er.ts 
11--------------------------------

Il the declarations of variables 

iut ~ : S ; 
int ix -· 2 ; 

Il the n~r of componP.nts 
Il the index of the first composit1on 
Il variable 

dmililt= •• k2, ••• kJ : Il the a.rray of ncalarn 

L1ncaX2 K2 ; 
Linea:o K3 : 

Il Instructions to insert at the 
Il ~:>eginning of the proçrarn 

1;2 d1mens1on {N) : 
~1 d1mension (N) : 

K2 5tnrting_indPx (lY.) 
KJ ~ra~ting_index {lX) 
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Il sym2nlloc and S)111Üalloc () \2 • sym2u,loc (N) 
k3 • ayr.ùalloc (Nl 1/ [unc;o.:uus al:ocGteS synmetrical 

Il arr;oys of scl.lars 

K2 ""t_RcalArs (k2) 
KJ s.,t_ucalars (k3) 

Il Instruc:tions to be called before 
Il ;ony calculation of dHfcrentiates 

Il x is the a::-ray o! mole frActions 

1\2 set_xvariables ( x ) 
K3 set_xv<>riables ( x l 

11----------------
11 :J:;c of S\r.\X2, Surt\X), 1-:"lanX4 ft nd !;um.XS ob)eCta 11--------

Il the dec:.ardlions o[ VllriF..h}p:; 

inl N • S : 
int ix • 2 

~~1-:X'- 1t ; 
Su:nX:J c: ; 
!:!JmX4 d : 
G~S e: 

1/ thP. numher of conponents 
Il the 1nrlrur nf the f!.rst carpontion 
1/ varht':>le 

Il the vi:illJ exJ)t!lltiÏUfus 

Il lhé!'t'e ar• the erroy ot the node• 

Lf:af E 
Leaf F 

double b 
double • bi 
double • sig 

Leat et a 
Suml me 
Inverse ime 
Square irno2 
I.ogarithm lme 

Product DE 
Inverse2 f2 
CUbe E3 
Division DEF 
Product E3F2 
Product DEFe 

Sum2 aO 
Suml a2 

Leaf mlogV 
Product AO 
Product Al 
Product A2 

Eoublik () ; 

Il covolumes 

Il hard sphere diameters 

Il 1.0 - eta 
Il 1.0 1 me 
Il 1.0 1 1 me • me 1 
Il log ( me l 

Il 0 • E 
Il 1.0 1 F • F ) 
Il E • E • E 
Il " DE 1 F 
Il " E3 • f2 
Il = DEF • eta 

Il 3.0 * DEFe - E3F2 
Il E3F2 - 1 

Il - log (V ) 
Il = aO • ime 
Il = E3F2 • ime2 
Il • 102 • lme 

l'roduct 
Vroduct 
rt"oduct 
rrnducr. 

~ij 
r.i:lc 
di:Jd 
et:·<lm 

void number_of_components (int) ; 

a n\JJ'I'Iher_o!_xvart.,hle$ N 1 Il lnatruc:ior.s to instt,rl al th~ 
vo!d set_hard_spher~diameters (double, ••• ) 

c number_of_.xvariables N 1 1 1! l.>winninq of the progrM 
è nurnber_of_.)C'\I'Briables N) 1 

e nu.nb:r_t')f_xv...,ri~,les N 1 1 

h ~r::.:-:tincr_index Ci xl 
A nt.,:-tiniJ-index Cixl 
<: st.lrting_indt!.< (ix) 
d ztartir.Q_index CixJ 
e ota.rtir.9_index (.Î.>.) 

b tie 1 bi 1 
a t!.e 1 aij ) 
r. t.ie 1 cijk• 1 
tl t.ie ( dijkl 1 .. tie 1 e.ijkiJ• ) 

JI tr.atn:ctions to be caUed be!u!e 
Il any calr:ulation of di!ferentiatet 

c 
d 
e 

set_xvariablE:-s x ) 
set_xvsriables x } 
ts~t_xvanahle:: x l 
s~t_xvnrlllbles x ) 

lifndef _ll(JUBLilCH 
ldP.fiM _llOUF.t,lK_H 

il x ir. t.hfl "rrny of JTOle fractions 

ll------------------------------------------
!1 
Il 
Il 
Il 
Il 

Hcader file : eoublik.h 

Contenta : tt:e descrip;ion of the Boublik oOjt?ct 

11----------------------------------------~---------

linclude •tnterAction.h• 
Jinclude •t..ogarithm.h• 
•inc:!.udP. •tr.Vf~n;e .h• 
-inc:ude •:nv~ .. n:(!2.1J• 
'include "Product.h" 
t inr:lurle ·cuœ.n• 
.:include •sc;Jar~.h· 
tinclude ·o.ivhdon.h• 
frincfude •sum.h• 
bHtt;ludc •t.P.af.h• 
lint:lud~ •uttl.h• 

,' 1-------'----------------------------
ela:;:; Boublik : public lnt.nr.::u:t.ion 

11------------------------------
1/ 
1/ 11n·! h..\rtl-:-;pllt~It! flou) w\tl· r:·t;• f..(".uhl1}:-Mansood 
1/ mixtng =ules 
li 

li----------------------------
( 

J:'Ut·l:.c : 

Le.:.f D // d.imens1onless p~ra.1-"ttf:!1"S 

void calculate_fixedlparameters () ; 
void calculate_volume_dependent_parameters () 
void calculate_high_order_parametcr~ () ; 

void chec:'-eerivatives () ; 
1 ; 

#endif 

linclude 'Boublik.h' 
#include <stdarg.h> 

~define :T 0 
Hdefine :.v 1 
Hdef!ne f..x 2 
Hdef.ine !1 2 
Hdefine :.2 3 

11--------------------------------------------
Il -
( 

A 

Boublik .• Boublik () Interaction () 

11--------------------------------
1/ Construction of the parse t:ee 
11--------------------------------

Il A AO • Al + A/. 
new Sum 

( (f,u."To•) i\J -> n..;.rnber_o!_tenns 14J : 
t(Sum•) A} -:. t .. \~ t Jml('ICJV, "A.iJ, "'1..1 • 'IV. ) ; 
!!!:u•n.•) A) -> ~e-t_.sc&hn ( 1.0, l.C l.C. LU. G,1l) 

,'\Q l ... t .o !me ; ' Il M - aO '""' lU ti< t &Ji'l irr~,. ' , Il ~1 . .::lt'2 . 111'111!'2 
~, ti~ i •2 iœ 1 ' Il r.;. - al . J.rn. 

Il .o . .i.n . nJ:T~ ElF2 . 0.0 
<0 t.JI't t Dr.Ff'i E;r2 
•. o •e-t.._..-r.alaro t 3.:) 1.9 0.0 1 

" a.l . [).T.i . t.C 

-~ 
__ , .. 

1 EjF2 1 1 •• oc.t_ccal6.n ( 1.0 . 1.0 1 

DI:Fc c::.c t JE!' et;. a 1 ll n-::r. ... . !>El' . ... 
1::\F'l t::.e 1 Ll !2 ' ' l! [jf2 . El !< 
o:r cie { OE F 1 ' /! f"lf.Y . :1E 1 • 
E"> t •• ( E 1 1! El - :ub.t tEl 
!2 tie ( F 1 !1 !< . 1 1 r . F i 
DE ti• 1 c E : l' :JE . D E 

1! . pt.~ . 1.0 .. tie- t et a ' •• \.._!i~ttl""'" l.C 1.0 i , 
-"'' ti€' 1 n> Il '""' . 1.1! / ... 
lfi'C~ ti9 t lin'! !1 1.~2 . 1.0 1 ' 100 ,... J 
lN ti4 t ""' 1/ , .... IOOJ t ,... 1 

, __ .. 
Il U:.t"d !or .:h~kinq functivnc ("hc-,:):1 il, 
JI r.tu~ck2 {,. C'ht>d.J f) anê C'h~ .. ot4 1) 

/1----------------------------------- cvttlinllcd 
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11------:----:--:--:---:--
/1 Civf'!'ft ttl'lll!b. lnf.k.nrtm" of tM ê~oM<.y 
Il cr.t the var lables 

0 
F. 
r 

11------
1: For t."M le..wes 

"~1ty_v.'lrili.31""-dto-Pf"""d~ 
epe<:'l fy _vi\r la,;:,le_dependency 
ll'f~i ty_v .... rinb1 t-_def\f'noi~ncy 
tpe<1fy_variabll!'_dependency 
~~i ty_v .... rt . .,blf'_tW-peld~ 

i~: 
i':'. 
i"i'. 
iT. 

~pecify_v~riable_dependency 
specify_wriable_dependency 
specify_variable_dependency 

!or ( int i = 0 : ~ < N : i ++ l 

0 ) 
c ) : 
c l 1 
c ) 
c ) : 

iV 0 
j\' 0 
lV 0 

mlogV . specify_variable_depend<mcy ( ix•i , 0 l 

A > analyze_dependen~icu ( l : 

void !!oubli k : : c"l cule.te_Uxed_pnr..,.,ters () 

CalculiStes para:!!eters lolhieb are volwr.,·independent, 

int !. ; 
doubla sigi, Oval, Eval, Fval ; 

b = Dval • Eval - Fval = O.C 

fo::- 1 i = 0 : i < N : i ++ 
{ 

::> () 
l:: () 
::' 0 

Il 

b •= x [il • bi [il 
sigi • sig [il : 

Dval +J: )(. 1 . Rigi 
Ev al •= " 1 . uiui 
Fval x 1 . sigi 
1 

Dval 
Eval 

= Fval 

. sigi 
sigi . SlÇÎ 

void BouOli:< .• calt:uldte_volume_dependent_parameters () 
//-----------------
( 
int 1 ; 
doubie sigi ; 
doublf! V2, V3, V4 

V2 =v v 
V) = V2 • V 
V4 = \'3 • V 

mloqV () • - loç ( V 1 ; 
mloqV (iV) • - 1 1 V : 
mloqV (iV, iV) • 1.0 1 V~ 

for ( i = 0 : 1 < t: : i 
{ 

... 

.ro ... 
1 

sigi - sig ( i 1 ; 

eta Cix+i) 

P.f,,~ :iY•\, tV) 
~li' :'-~~:•L1'-'.1V; 
et.a (ÏXI!,l\-",iV.l\."1 

hX•:.) • n;r1 
the .. :~ • ~l:Jl • 5.19~ 
fuc•!.J " r.:i;1 • ~1gi 

fi ~ .. ' ll\'i b 1 ' h\J,~VJ b ' 1 

bi {il 1 ( 4.0 • v 
• bi (\, 1 1.0 • "' ) ; 

bl tiJ 1 t 2.n • v~ , : 
1.0. hi t~J 1 ( 2.0 ....... ) ; 

1:19i ; 
,'! do!'rlv."lt.jv,. ... ,..,~ tHI)htot •J:Wr arf' x~:o 

~. 1) "J 
4.0 • ·n 
.:.o "Jl 

•1'--------------------~----------\'0ld tY.n.:~l1l-. :: r..~lf"u)~t-e_:uoh_orderJ'C\ft'lnt!tt-rs 1: 
Il 
1 
l:lt 1: 
·3ouLl~ S!Qj : 
.\<,~uhh• on. Vl. ••.a. v~ 

V2 .. Y •V; 
V) • V2 • V ; 
V.f .. Vl • V 1 
·.~.v••vJ 

1'\loq'l th',1Y,h'} • .. 2.C 1 \') : 
rrolnq'.' (i\', tV, ,V,lVI • 6.0 1 \'' : 

tor f ~ .. 0 1 1 c H 1 i • • 1 
( 
e!.gi • dg (!) ~ 
eta {i.x•!.,1V,i'.') bt liJ l 2.0 • V) ) 1 
t.~tfl h.IC+l,iY,iV,iV) • .. 3.~ • bi li) 1 ( 2.0 • V-i ) 
1 

lifndef _;.NDER.'<O_H 
lde!ine _.ANDERKO_H 

linclude 
finchlde 
Hnelude 
Hoc lude 

'F"1uidPhase.h• 
•rnteraction.h• 
'NewtonRaphsor..h' 
'Newton.h' 

11---------------------------------------class Andf!rko : public rluidPhase 

11--------------~-------------------------
11 Modelli:>g of t.he H?.O-NaCJ-KCl system 
Il 

{ 
public : 

Il Dif!erent types of interactions 

Intf!rac:ion • repulsion 

Interaction • diJ)Ole 
Interactior. • dispersion 

; Il betwe<m hard spheres 

: Il L>etweru: dipoles 
; Il dhper3ion forces 

Il rara."''leter& of t.!1e Anùerkn" Pitz.er•s EO$ 
l/l:H20 
Il 2 : 1\aCl 
1/J:KCl 

double bl 
double b?. 
double b3 
double mJl 
double ""'2 
double ru3 

Anderko lint) 
} 

Il Covollri>E!s 

Il Oipole memento 

leodif 

Hnc:lude '1\oublik.):• 
Jinc:lude •nipolc.h• 
1 ir.cludc •H2ooaC!Disp.h• 

11'-----------------------------------------llrodetko 1: Anderko (1nt npha.s"l : FluldPhase (3,nphdsel 
Il 
t 
intt~usction (0] • reouls1on = ne"' Bou.olik ; 
interaction Il 1 = dipole • :>ew Di pole : 
interaction [21 = dispersion • new H20NaCl::>i•p 
l 
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CHAPITRE2 

La modélisation 
des équilibres de phases 

dans le système C02-CH4-N2 
et 

application aux inclusions fluides. 
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Résumé 

Il arrive fréquemment que de petites quantités des paléofluides soient piégées 

dans des inclusions fluides lors des croissances ou recristallisations des minéraux. 

L'étude de ces inclusions fluides peut alors fournir des informations clé sur l'histoire 

de la roche. Cependant, la petite taille de ces cavités (comprise le plus souvent entre le 

micron et le millimètre) et la faible quantité des fluides piégés requièrent la mise au 

point et l'utilisation de méthodes d'analyses et d'interprétations spécifiques. 

Actuellement, deux méthodes d'analyse sont employées pour l'étude de la partie non

aqueuse riche en volatiles (C02, CH4, N2, ... ). La première technique est la 

microspectrométrie Raman, qui permet de mesurer la composition des fluides en 

éléments volatiles (C02, CH4, N2, C2H6, ... ). La deuxième technique est la 

microthermométrie, qui consiste en la mesure des températures des transitions de 

phase. Les inclusions fluides se comportent généralement comme des systèmes à 

masse et volume constants lors de l'étude microthermométrique. Par conséquent, 

l'interprétation des mesures microthermométriques peut fournir des informations sur le 

volume molaire (v) et la composition (x) des fluides. Ceci nécessite donc de bien 

connaître les propriétés v-x des fluides C02-CH4-N2. Les données expérimentales 

relatives à ce système sont peu nombreuses, et il est donc nécessaire de passer par une 

modélisation thermodynamique. 

Le système C02-CH4-N2 est constitué de molécules nonpolaires, et c'est pour 

ce type de système que les équations d'état cubiques donnent généralement les 

meilleurs résultats. Une équation d'état cubique à deux paramètres (Soave, 1972) a 

donc été utilisée pour modéliser les équilibres de phases dans ce système. Une 

première modélisation, basée sur l'équation de Soave ( 1972) est décrite (Thiéry et al., 

1994a). Cependant, le domaine critique est caractérisé par des fluctuations fortes et de 

longue portée de la densité. Les équations d'état cubiques, basées sur l'hypothèse dite 

"du champ moyen" de l'énergie potentielle intermoléculaire, sont incapables d'en 
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rendre compte. Ceci entraîne donc une forte dégradation des prédictions des équations 

cubiques dans la région critique. Une modification du modèle est décrite, améliorant 

nettement les calculs dans le domaine critique (Thiéry et Du bessy, 1996). Le modèle 

est utilisé pour calculer les équilibres de phases (liquide-gaz, liquide-liquide, solide

liquide-gaz, solide-liquide, solide-gaz) en dessous de 31 oc dans le système C02-CH4-

N2. Le modèle de Lee and Kesler (Lee et Kesler, 1975), basé sur le principe des états 

correspondants, est utilisé ensuite pour le calcul des densités dans le système C02-

CH4-N2. Les diagrammes v-x, utilisables directement pour l'étude des inlusions 

fluides, ont été établis pour chacun des systèmes binaires CH4-N2, C02-CH4 et C02-

N2. et sont décrits dans dernière publication présentée dans ce chapitre (Thiéry et al., 

1994b). 
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Abstract-Quantitative use of lluid inclusions requircs the determination of composition and molar 
volume. The molar volume can be calculatcd in the C02-CH.-N2 system from both the determination 
of the temperature of aL + V- L (or V) cquilibrium if the composition is known indcpcndently, 
providcd an equation of state ( EOS) reproduccs the P- V -T-X propcrtics of each phase at equilibrium. 
This study is applicable to fluids for which the sequence of phase transition is Sco1 + L + V - L 
+ V- L (or V) at incrcasing temperature. The molar volume is dctcm1incd by following a two-stcp 
algorithm: ( 1) the pressure is calculated from a two-paramcter cu bic EOS with interaction paramcters 
optimised along experimental L-V iso therms; ( 2) the mol ar volume is th en calculatcd by the correlation 
of LEE and KESLER ( 1975) with the pressure calculatcd in the first step. Projections of polybaric L-V 
isotherms in v-X diagrams of the C02-CH., C02-N2 , and CH.-N2 systems can be direct! y applied to 
lluid inclusion studics. In addition, it is shown that the mol ar volume of C02-rich lluids (Xco1 > 0.6) in 
the ternary system can be estimated with sufficient accuracy using empirical formulae relating to the v
X diagrams of the COrCH. and COrN2 binary systems. 

INTRODUCfi0:-.1 

CONTRARY TO SOLID PHASES for which the molar volume 
and its variation with pressure (P) and temperature ( T) are 
usually weil known, the complete characterization of palco
lluids, prcscntly found as rclicts in lluid inclusions, requires 
the detem1ination ofboth molar volume (t!) and composition 
(X). The determination of the lluid v-X properties is essential 
for any quantitative P-T reconstruction since lluid inclusions 
arc considercd constant volume and mass systems to a first 
approximation. In a prcvious work, the determination of the 
molar volume of vapour phase was addrcsscd from phase 
equilibria involving clathrate (DU BESSY et al., 1992 ). As 
populariscd by BURRUSS ( 1981 ), v-X diagrams arc most ap
propria te for quantitative interpretation of phase cquilibria 
occurring in lluid inclusions si nee they arc constant volume 
and mass systems. The first aim of this study is to produce 
projections of isothcrms of liquid-vapour cquilibria in the L'

X plane for the three binary systems of the C02-CH4-N2 

system. 
The available experimental data are not nu merous cnough 

for an accu rate interpretation of phase cquilibria carried out 
sim ply by linear interpolation. Thcrefore, L'· X diagrams must 
be constructcd with thermodynamic modcls ( e.g., HE YEN ct 
al., 1982; HERSKOWJTZ and KJSCH, 1984; DARIMONT and 
HEYEN, 1988). However, no v-X diagram is available for the 
CH4-N2 system, which is common1y encountcrcd lluid in 
inclusions as vcrificd by microthcrmometric and Raman 
analysis. The ternary COrCH4-N2 system is also very com
mon in fluid inclusions representative of diagcnetic, hydro
therma1, or mctamorphic lluids. No two-dimensional graph-

• Prcscnted at the fourth biennial Pan-American Conference on 
Rcsearch on Fluid inclusions ( PACROFI IV). hcld May 2.2-24, 1992. 
at the UCLA Conference Center, Lake Arrowhcad. California. USA. 
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ica! solution can be uscd to determine the molar volume in 
a ternary system. Thcrcforc, a computer code which models 
liquid-vapour cquilibria, with appropriate equations ofstate 
( EOS ), is nccessary to characterizc complcx palcolluids. 

Prcviously, most calculations ofthcrmodynamic propertics 
on the COrCH4-N2 system have becn made using a single 
cubic EOS (HEYEN ct al., 1982; HERSKOWJTZ and K.ISCH, 
1984; DARIMONT and HEYEN, 1988). As it has been shown 
(VIDAL, 1983 ), it is not possible to build a cu bic EOS which 
is able to rcproduce ali the thermodynamic properties of a 
fluid. Thcrcforc. instead ofusing only one EOS, two different 
thermodynamic modcls arc succcssively applied in this work 
on the COrCH4-N2 system. The first stcp is the calculation 
of the saturation pressure of a mixture ofknown composition 
and temperature by a two-parametcr cubic EOS. Thcn, the 
molar volume is ealculatcd from the prcvious computed 
pressure with a modcl bascd on the corrcsponding states 
principle ( PRAUSNITZ ct al., 1986 ), the correlation developed 
by LEE and KESLER ( 1975 ). Such a method is cxpcctcd to 
improve the aecuracy of ali the calculations. Indccd, two
paramctcr cubic EOS are known to be efficient in modelling 
the P-T-X properties ofliquid-vapour equilibria; and the Lce
Kesler mcthod is a succcssful modcl wh en it is applied to the 
ealculation of bulk propcrtics such as the molar volume or 
cnthalpy. Existing experimental data were evaluatcd in order 
to determine optimum binary interaction parametcrs which 
best rcproducc the properties of the mixture. Finally, wc show 
that the calculation of molar volumes of C02"rich fluid in 
the tcrnary system can be grcatly simplified by projccting 
ternat)' compositions onto the two binary CH4-C02 and N2-

C02 v-X diagrams. 

L: 
1': 

SYMBOLS 

liquid phase 
\'apour phase 
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X;: 
P: 
v: 
T: 
Z .. Pv/(RT): 
R: 
r .. P •• v., z.: 
T:, P:, v:, 

z:: 
T, .. TITe: 
P,"' P/Pc: 
w: 

mole fraction of component i in a Ou id phase 
pressure (bar) 
molar volume 
temperature { K) 
comprcssibility factor 
gas constant, 8.31441 J K- 1 mol- 1 

critical temperature (K), pressure (bar), molar 
volume (cm3 • mol- 1 ), and compressibility factor 

pseudo-critical temperature, pressure, molar vol· 
ume and, comprcssibility factor 

rcduccd temperature 
rcduced pressure 
acentric factor= -log (P,.,1r,.0.,1)- 1; P,.,: satu· 

ration pressure at T, = 0.7 
interaction parameter characteristic of components 

i and j uscd in cu bic EOS 
interaction paramcter charactcristic of componcnts 

i and j uscd in the M BWR EOS 
experimental value of V 
value of V calculated by the modcl 

[M/P]% = IOO{Pup- Pa~c}/Pal< 

{Av/v]%= IOO{v .. P- v..,~c}/Va~c 

value of V calculated in a mixture using proper 
mixing rules 

USE OF CU BIC EQUATIO!"\S OF STA TE: A RE\'IEW 

Two-Paramclcr Cubic EOS 

Microthermometric studies provide temperatures of the phase 
transitions which can be converted to saturation pressure and molar 
volume with the a id of a thcrmodynamic mode!. provided the corn· 
position of the Ouid is known. Cu bic EOS arc derivcd from the famous 
EOS of van der Waals, 

P = RT/(V- b)- afv2 , ( 1) 

which was the firsl EOS to improve prediction of the properties of 
liquid and vapour. Cubic EOS arc the sum oftwo distinct terms: 

P = Prt:pu1sion + PauraC1ion• (2) 

The Soave-Redlich-Kwong (SRK) or the Peng-Robinson (PR) 
are the most popular EOS (PENG and ROBI:'\SON, 1976; SOA\'E, 
1972): 

SRK P =RTf[ v- bJ- a![ v( v+ b)], (3) 

PR P = RT/[v- b]- aj(v(v + b) + b(v- b)]. (4) 

where ais a temperature-dependent parameter, adjusted in order to 
reproducc the saturation pressure of a pure component, and b, the 
covolume, is a volume-dimension constant. The dcpendcnce of a 
with the temperature is usually dcscribcd by the relation 

a(T) = aca(T,) = [1 + F(l- T: 12 )Jl, (5) 

where a. is the value of a at the critical point. and Fis a quanti:y 
adjusted to bcst reproduce saturation pressure data of the pure com
ponent. The function F has been regresscd to a second degree poly
nomial of the accntric factor w (SOAVE, 1972; PENG and ROBINS0:-.1, 
1976): 

(SRK): F = 0.48 + 1.574w- 0.176w 2, 

(PR): F = 0.3764 + l.54226w- 0.26992w 2
• 

Thcrmodynamic stability criteria at the critical point 

(âP/âvh. = 0 

and (â 2Pjâv 2 )r. = 0, 

(6) 

( 7) 

(8) 

(9} 

constrain the values of the a. and b paramctcrs (REID ct al., 1977 ): 

( 10) 

where nA and n8 arc dimcnsionless constants: 

nA(SRK) = 0.42748; nA(PR) = 0.45724; 

n 8 (SRK) = 0.08664; Oa(PR) = 0.07780. 

(11) 

EOS can be applied to mixtures, providcd that mixing rulcs are 
available, to relate the a and b paramctcrs to the composition of the 
mixture. A quadratic mixing rule applies to a and an arithmetic mixing 
rule to b: 

am= 2: 2: X;XJav, where av= ( 1 - k11 )(a1aJ) 112 
( 12) 

and bm = L x,b;. ( 13) 

kv is an interaction parameter characteristic of each componcnt i 
andj, and it is determined by adjusting experimentalliquid-vapour 
equilibria for the binary system (i- j). Application ofsuch mixing 
rules are equivalent to considcring the mixture as a regular solution 
(VIDAL, 1978; LERMITE and VIDAL 1988 ). The mixing ru les proposcd 
by HEYEN ( 1981 ), bascd on a local composition model (LERMITE 
and VIDAL, 1988 ). are more sophisticated. Thesc mixing laws have 
bcen applied to the C02-CH. and the C02-N2 systems by severa! 
authors (HEYEN ct al., 1982; HERSKOWITZ and KlSCH, 1984; HEYEN 
and DA RIMONT, 1988 ), but they have not been uscd in this work. 

Titree-Parametcr EOS 

As shown by severa! authors, SRK and PR EOS arc quitc successful 
in describing liquid-vapour equilibria of non polar mixtures, except 
in the critical region. However, prediction of the molar volumes ·or 
saturated liquids is quite poor and the compressibility factor Zc at 
the cri ti cal point is equal for ali components, which is not consistent 
with experimental data. PENE LOU X ct al. ( 1982) proposcd a correction 
for the molar volumes of saturated liquids calculated by the two
parameter EOS by rcplacing v with v- c for pure components. This 
translation has a negligible effect on the molar volumes of the va pour 
phase and the calculation ofliquid-vapour equilibria is not modified, 
provided thal for mixtures, the c parametcr is calculated using an 
arithmetic mixing rule: 

(14) 

PA TEL and TEJA ( 1982) EOS (PT) and Hcyen EOS ( H) arc similar 
to translatcd two-paramcter EOS: 

(PT): P = RT/(v- b)- a/(t•(v + b) + c(v- b)), ( 15) 

(H): P=RT/(v-c)-a/(v(v+b)+c(v-b)). (16) 

Thermodynamic stability criteria at the critical point provide only 
two equations (eqns. 8 and 9) which do not permit the values of a 
at the critical point (a,) and of band c to be determined. Applications 
of Eqns. 8 and 9 show that a" b, and c are a function of P., T., and 
Z,. A third relation is ncccssary to constrain the values of a., band 
c. PA TEL and TEJA ( 1982) did not use the experimental value of Zc 
but adjusted it to bcst reproduce the saturated liquid molar volume. 
1-lEYEN ( 1981) uscd the experimental critical comprcssibility factor 
and correlatcd the b parametcr to temperature. 

CALCULATIONS OF PRESSURE AND COI\tPOSITION 
OF L-V EQUILIBHIA 

Unary Systems 

Cubic EOS werc evaluated on their ability to reproduce 
the saturation pressures of pure components C02 , CH., and 
N 2 (regression of experimental data reportcd by ANGUS ct 
al., 1976, 1978, and 1979 ). Rcl:llive deviations do not exceed 

2% (Fig. 1 a. b. c) except for the SRK EOS at 100 K for CH., 
where the relative error is larger than 8% (but even in this 
case, the prediction is good, si nee the absolu te error docs not 
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cxcccd 0.03 bar). Thcrcfore, only the SRK EOS has bccn 
retained for modelling the saturation pressure of the mixture. 

Calculation Procedure Used for the Binary Systems 

For cach binary system, an optimum interaction paramctcr 
kii has bcen recalculated to optimize the fit to the experimental 
data for vapour-liquid isotherms for only the SRK EOS. Ali 
the calculations were carried out using the computer program 
of Institut Français du Pétrole, described by ASSELII"EAU ct 
al. ( 1979). 

Interaction parameters kq were obtained by minimizing 
the objective function SQ: 

SQ .. ':" 1 1 Nd [ L ( { P .. p - P •• ,.} 1 P •• ~c) 2 

+ L {J'i.calc- J';,up) 2
], ( 17) 

where Nd is the numbcr of experimental data and J';,calc and 
Yi ... P are, respectively, the calculated and the experimental 
mole fraction of component i in the liquid phase. 

8 
( CH4) 0 SRK 

6 • PA 
.t. PT 

~ • H 
4 

o. 
0:: 2 
<l 

0 

·2 
80 100 120 140 160 180 200 

T(K) 
2 

(coz) 0 SRK 

• PA 
4 PT ..... • H ~ l!... 

o. 
0:: 
<l 0 

·1 
200 220 240 260 280 300 320 

T(K) 
4 

(ill] 0 SRK 

3 • PA 
4 PT ..... 

~ • H l!... 2 
o. -o. 
<l 

0 

·1 
70 80 90 1 00 11 0 120 130 

T(K) 

FIG. 1. Relative deviations (j.Pf P (%))of the saturation pressure 
of the pure components (CH., N2 , C02) calculatcd by the four cu bic 
EOS with respect to the values givcn by ANGUS ct al. ( 1976, 1978, 
1979). SRK: Soavc-Rcdlich-Kwong; PR: Pcng-Robinson; PT: Patcl
Tcja; H: Hcycn. 

Table 1 : upcrimtnlal dola for the Cli~.Nl system. Il: number of dol> points. 

T 
(K) 

95.00 
99.82 
100.00 
99.82 
105.00 
110.00 
110.93 
110.93 
113.15 
115.00 
120.00 
122.04 
122.00 
122.04 
122.04 
126.04 
127.59 
130.00 
138.46 
140.00 
)44,26 
144.26 
149.83 
150.00 
155.37 
160.00 
160.93 
166.48 
170.00 
171.43 
172.04 
172.04 
171.59 
177.59 
183.15 

Il 

9 
tl 
tl 
4 
9 
Il 
14 
6 
8 

10 
10 
7 

13 
14 
8 

15 
17 
15 
JO 
14 
9 

12 
10 
12 
10 
14 
13 
9 

13 
20 
10 
6 
6 

12 
9 

l'min-Pm•~ 
(bar) 

0. s 
1 • 7 
0. 8 
1 • 7 
1 • tt 
1 • IS 
2 • 14 
1· 14 

tt • 18 
1 • 20 
2 • 25 
3 • 28 
2 • 28 
3 • 28 
3 • 28 
3 • 31 
3 • 35 
s • 35 
6 • 38 
7 • 42 

10. 38 
9 • 41 

10. 46 
10. 46 
14 • 45 
16. 49 
16. 49 
20. 46 
24 • 50 
24 • 50 
25. 50 
27 • 45 
31 • 48 
30. 49 
36. 49 

Source 

Panish and Hiu (1974) 
Cines er al. (1953) 
Panish and Hiu (1974) 
Bloomer cr al. (1955) 
Parrish and Hiu (1974) 
Panish and Hiu (1974) 
Cines el al. (1953) 
Bloomer er al. (1955) 
Sl:ripka er al. (1972) 
Pamsh and Hiu (1974) 
Parrish and Hiu (1974) 
Chang and Lu (1967) 
Sttyjek el al. (1974) 
Cines cl al. (1953) 
Bloomer cl al. ( 1955) 
Cines cl al. (195~) 
Sttyjck ct al. (1974) 
Cines cr al. (1953) 
Suyjck cl al. (1974) 
Kidnay er al. (1975) 
Bloomer er al. (1955) 
Cines cr al. (1953) 
Slr)•jek er al. (1974) 
Kidnay cl al. (1975) 
Bloomer er al. (1955) 
Kidnay cr al. (1975) 
Slr)•jek cl al. (1974) 
Bloomer cr al. (1955) 
Kidnay cr al. (1975) 
Chang and Lu (1967) 
Slr)•jek cr al. (1974) 
Cines et al. (1953) 
Bloomer ct al. (1955) 
Slr)•jek er al. (1974) 
Slr)•jck cl al. (1974) 

The experimental data uscd to determine the interaction 
parameters kii are given in Tables 1, 2, and 3. Experimental 
data are usually reported with a relative deviation error of 
0.5% in temperature, and 1% in pressure and mole fraction. 
The temperature and the composition of the liquid phase are 
given, and the computer program calculates the pressure 
(Pcalt) and the composition of the vapour phase (J'i,calc). The 
fitting procedure was applied to each isothermal data set, in 
order to sec wh ether a correction for the temperature depen
dence of the kli parameter was needed. The fitting was not 
performed in the critical region since it poorly constrains the 
value of kiJ for the other parts of the phase diagram. Moreover, 
such a procedure enables us to exclude experimental data 
which seem to be inconsistent with othcr data. 

The CH~-Nz System 

The interaction parameter was calculated for each isotherm 
from a set of 414 experimental data from 9 5 K up to 183.15 
K (Table 1 ). In ~he 95-150 K temperature range, kij varies 
rather erratically bctween 0.029 and 0.034 (Fig. 2a ). For 
temperatures higher than 150 K, kli increases to 0.06. The 
quality of fit is illustrated in Fig. 3a for an isotherm. The 
value of[ AP 1 Pl% is around 1%, except in the critical region. 

The C01-CH~ System 

The interaction parameter was calculated for each isotherm 
from a set of 104 experimental data from 208.45 K to 270.00 
K (Table 3): it varies betwecn 0.092 and 0.111 (Fig. 2b). 
The value of[ AP 1 P]o/o is a round 1% (Fig. 3b), ex ce pt in the 
critical region. 
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FIG. 2. Binary interaction paramctcrs kv of the quadratic mixing 
rules associatcd with the SRK EOS, as a function of temperature 
calculatcd with experimental data listcd in Tables 1, 2, and 3, for the 
CH,-N2, CH4-C02, C02-N2 systems. 

The C02-N2 System 

The interaction paramctcr was calculated for each isotherm 
from a set of 105 experimental data from 218.15 K up to 
273.15 K (Table 2): it varies bctween -0.028 and -0.046 
(Fig. 2c). The quality of fit is not as good as for the other 
systems sincc [ AP 1 P]% rea ch cs 4% and the critical pressure 
is strongly ovcrcstimatcd (Fig. 3c). 

Calculations over the thrcc binary systems show that it is 
not necessary to add a term for the temperature dependence 
of kij because relative deviations arc not sensitive to the vari
ation of kij around its mean value. Hence, it is possible to 
select a constant and optimal value of kiJ over the considercd 
temperature range for each binary system: k!J(CH4-Nl) 
;, 0.03; kij(COrCH4) = 0.1; k;1(C02-N2l = -0.035. 

The Tcrnary C02-CH4-N2 System 

Calculations assume that molccular interactions in the ter
nary system can be adequately dcscribed with the binary kij 
interaction paramcters calculatcd previously. The predictions 
of each EOS wcre checked ovcr a set of 182 experimental 

Table 2: experimental data for the COz.Nz system. li: number or data points. 

T Il Pmin·Pmax Source 
(K) (bar) 

218.15 7 5. 132 Z<:nner and Dana (1963) 
232.85 8 10- 139 Z<:nner and Dana (1963) 
240.00 18 13. 162 AI·Sahhaf et al. (1983) 
270.00 34 32· 125 Somait and Kidnay (197 8) 
273.15 4 55. 120 Muirbrook and Prausnitz (1965) 
273.15 JO 35. 120 Z<:nner and Dana (1963) 
273.15 16 35. 118 Yorizane et al. (1971) 
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FIG. 3. P-X isothcrmal curvcs of the binary systems. +: ex peri· 
mental data points; the curve is calculatcd with the SRK EOS. CH,
N2, T= 161 K, +: STRYKEK et al. (1974). CH4-C02o T = 270 K, 
+: AL·SAHHAF ct al. ( 1983 ); COrN2 , T = 240 K; +: AL·SAHHAF 
ct al. ( 1983). 

data (Table 4 ). This rcsults in a small increase in [ D.P/ P]% 
of about 2-3% on average and always smaller than 5%. This 
agreement is acceptable for the SRK EOS and indicates that 
it is not ncccssary to considcr a thrce-body interaction by 
incorporation of a tcrnary interaction paramctcr, at )east for 
the range of dcnsity and composition invcstigatcd in this 
work. 

CALCULATIONS OF MOLAR VOLUMES 

A Correlation Bascd on the Thrcc-Corrcsponding Statc 
Principlc (LEE and KESLER, 1975) 

The use of a thrcc-statc corrcsponding princip! cs mcthod, 
su ch as the correlation of LEE and KESLER ( 197 5), has been 
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Table 3: experimental data for the CH4.C0.1 sys!em.ll: numbtr of do!JI points. 

T 
(}() 

208.45 
209.75 
219.26 
219.26 
219.85 
230.00 
240.00 
250.00 
270.00 
270.00 
270.00 

Il 

9 
7 

12 
6 

Il 
IS 
13 
Il 
10 
10 
11 

Pmin·Pmax 
(bar) 

51· 61 
SO· 62 
58. 65 
6· 40 

44. 69 
9· 71 

13. 78 
18. 81 
32· ss 
32· 84 
32· 84 

Source 

Neumann and Walch (196R) 
Neumann and Walch (1968) 
Mraw et al. (1978) 
AI·Sahhaf et al. (1983) 
Neumann and Walch (1968) 
Davalos et al. (1976) 
AI·Sahhaf et al. (1983) 
Davalos et al. (1976) 
Davalos et al. (1976) 
Somait and Kidnay (1978) 
AI·Sahhaf et al. (1983) 

recommended for the calcula ti on of bulk properties of non
polar mixtures (LERMITE and VIDAL, 1988 ). LEE and KEsLER 
( 1975) calculate the compressibility factor (Z( P, T,)) of the 
given fluid with an acentric factor w, by lincar interpolation 
betwecn the compressibility factors of two reference lluids. 
One reference fluid has a sphcrical molecule (Ar or CH.) 
with an acentric factor w1' 1 = 0 and the other one is repre
sented by a nondipolar and nonspherical molecule such as 
n-octane with an acentric factor w1"'1 = 0.3978: 

(LK): Z(P, T,) = Z 1' 1(P, T,) + [w/w1"'1J 

X [z<.n•I(P, T,)- Z 1' 1(P, T,)J. ( 18) 

where z<''(P, T,) is the compressibility factor of the reference 
fluid with a spherical molecule and Z 1"'1(P, T,) is the com
pressibility factor of the reference fluid with a nonspherical 
molecule. It is worth noting that rcduced pressure and tem
perature of the mixture are calculatcd from the pseudocritical 
pressure and temperature of the mixture using the mixing 
rules proposed by LEE and KESLER ( 1975), which arc dc
scribcd by Eqns. 19 to 25. 

First, the pseudocritical comprcssibility factor Z~ of cach 
i component is calculatcd from Eqn. 19 using the corrc
sponding acentric factor w;: 

Z~ = 0.2905 - O.OS5w;. ( 19) 

The pscudocritical molar volume v~ of componcnt i is 
calculatcd using Eqn. 20: 

(20) 

wherc Tc, and Pc, arc, rcspectively, the critical temperature 
and pressure of componcnt i. 

The pscudocritical propertics of the mixture (P~ .. - v~ .. 
- T~ .. - Z:' .. ) are calculatcd using the combining rulcs 

v:" .. = 1/8 L L XjXk(v~/ 13 + v~/ 13 ) 3 , (21) 

T~ .. 

= 1/[Sv:" .. J· L L XjXk(v:/ 13 + v:.' 13
)
3 ·(Tc,Tc)' 12 , (22) 

wh cre w;ri is the pseudo-acentric factor of the mixture 

Z:' .. = 0.2905- 0.085w:, 

(23) 

(24) 

(25) 

A small modification of the origin:ll Lee-Keslcr mixing 
rulcs was made by incorporating a new interaction paramctcr 
~ii in Eqn. 22 in order to improve the accuracy of the cal-

culations in the critical region. The equation uscd for the 
calculation of T~ .. was the following: 

T~ .. = 1 /[ 8v~.,] L L xixd v:/ 13 + v:, 1
'

3
)

3 

X(Tc,T./ 12 (1-~;1). (26) 

Comparison with experimental data of ARAl ct al. ( 1971 ) 
has shown that a non-zero ~ii was only ncccssary for the C02-
N2 system (~corNa= -0.05). 

The comprcssibility factors of the reference fluids are ca1-
culated using a modificd EOS of Benedict, Webb, and Rubin 
(BWR). BENEDICT ct al. ( 1940} proposed an EOS, which is 
an extension of the viriat EOS, which was applicd successfully 
in oil engineering. LEE and KEsLER ( 197 5) modified the BWR 
and gave the following equation: 

(MBWR): P,v,/T, = 1 + B/v, + Cjv~ + Djv~ 

+ {c.I[T,v~J}·{P+ -yjv,}·exp(--y/v~). (27) 

with v,=Pc·V/(RTc), P,=P/Pt .... Tr=T/Tt ... 

n = b,- b21T,- b);n- b.;n. 

C = C1- C2/T, + CJ/n, 

D = d1 + d2/T,. 

The values of the parametcrs uscd for the modified BWR 
EOS are given in Table 5. It is a priori possible to use the 
LK EOS for calculating directly the pressure ofliquid-vapour 
equilibria and the molar volumes of both phases at cquilib
rium. Howcvcr, calculations are much more complicatcd to 
pcrform than for cu bic EOS duc to the formula of the MBWR 
EOS; in addition, the accuracy of the pressure and molar 
volume calculations arc no bctter than the accuracy obtained 
using a cu bic EOS for the calculation of pressure (AL-SAHHAF 
ct al., 1983 ). 

The quality of the Lec-Kcsler correlation for prcdicting 
molar volumes of saturatcd vapour and liquid of pure C02, 

Table 4: experimcnlal data on the lernary system.#: number of d:lta poinls. 

T p - Source 
(K) (ba.r) 

220.00 20.000 9 Trappe hl and Knapp ( 1 989) 
220.00 40.000 22 Trappe hl and Knapp (1989) 
220.00 60.800 8 AI·Sahhaf et al. (1983) 
220.00 80.000 15 Trappehl and Knapp (1989) 
220.00 91.190 8 AI·Sahhaf et al. (1983) 
220.00 120.000 10 Trappehl and Knapp (1989) 
220.00 121.590 7 AI·Sahhaf etal. (1983) 
230.00 62.050 8 AI·Sahhaf (1990) 
230.00 86.190 12 AI-Sahhaf (1990) 
230.00 96.520 5 AI·Sahhaf (1990) 
233.15 60.795 5 Sarashina et al. (1971) 
233.15 81.060 8 Sarashina etal. (1971) 
233.15 81.060 7 AI-Sahhaf et al. (1983) 
233.15 101.325 5 Sarashina et al. (1971) 
240.00 70.930 6 AI·Sahhaf et al. (1983) 
240.00 91.190 Il AI·Sahhaf et al. (1983) 
240.00 121.590 7 Al-Sahhaf ct al. (1983) 
250.00 89 630 7 AI·Sahhaf (1990) 
250.00 103.420 5 AI·Sahhaf (1990) 
253.15 60.795 3 Sarashina ct al. (1971) 
253.15 81.060 JO Sarashina et al. (1971) 
253.15 101.325 4 Sarashina et al. (1971) 
270.00 45.956 4 Somait and Kidnay (1978) 
270.00 60.795 8 Soma il and Kidnay (1978) 
270.00 86.126 12 Somait and Kidnay (1978) 
270.00 111.547 5 Somait and Kidnay (1978) 
273.15 60.795 4 Sara$hina et al. (1971) 
273.15 81.060 9 Sarashina ct al. (1971) 
273.15 101.325 5 Sarashina etal. (1971) 
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Tablt s. C<><:fficlrnts or lhe modiried BWR EOS used ror che calcula lion or lht 
molar \'olum<S. 

Spherical fluid 
ba· 0.1181193 
b2 0.265728 
bJ 0.1.54790 
"4 0.030323 
ca 0.0236744 
Cl 0.0186984 

Non-spherical fluid Sphcrical fluid 
0.2026.571) CJ 0.0 
0.331511 C4 0.().12724 
0.0276.55 104. da 0.1.55488 
0.203488 104. dl 0.623689 
0.0313385 Il 0.65392 
0.0503618 T 0.060167 

Non·spherical Ouid 
0.016901 
0.().11577 
0.48736 
0.0740336 
1.226 
0.03754 

CH., and N2 is illustrated by the relative errors never ex
ceeding 2%, ex ce pt very near the critical point (Fig. 4). Two
parameter cubic SRK and PR EOS fail for calculating the 
molar volume of saturated liquids. Three-parametcr cu bic 
EOS show improved results, as is explained in the first section, 
but sorne accuracy is !ost in the estimation of the saturated 
vapeur (Fig. 4 ). The Heyen EOS is the most accurate of the 
cu bic EOS for predicting the molar volume ofsaturated pure 
liquid but systematically underestimates the molar volumes 
of saturated vapeurs (Fig. 4 ). 

20 
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PT 
H 

Binary Mixtures 

As the L-K correlation is the most accurate for calculating 
molar volumes ofsaturated liquids and vapeurs of pure C02 , 

CH. and N2, only this equation is tested on its ability to 
predict molar volumes of mixtures. The only available data 
are those of ARAl et al. ( 1971 ) on the COl-cH. and col
Nl systems. Relative deviations are smaller than 5%, except 
in the critical and the retrograde condensation regions, where 
relative errors can reach 10-20% (Fig. 5 ). 

APPLICATION TO FLUID INCLUSIONS 

l'-X Diagrams of Binary Systems 

Projections ofliquid-vapour isotherms for the three binary 
N2-CH., C02-CH4, and C02-N2 systems are given in Figs. 
6, 7, and 8. The 300 K isotherm of the C02-CH4 and C02-
N2 systems exhibits an irregular curvature in the liquid part 
near the critical point. This is due to sorne inconsistencies 

20 
(CH4, v) 

...... 10 • • ê • <: • • 
a o o a ! é • > c a 0 é <l 

·10 
100 120 140 160 180 200 

T{K) 
20 

( N2, v) 
• • ~ 10 • A 

~ • 
~ • • • • • c ! g a ~ A 8 0 ... 
<l 0 

·10 
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T(K) 
20 

( co2, v) 
• • g 10 • • 

~ • • A • 
= Q ~ g 8 ~ % 0 Q Q 

<l 0 0 0 
0 

·10 
200 220 24 0 260 280 300 320 

T(K) 

FIG. 4. Relative deviations of the molar volume of va pour and liquid phases along the saturation curve of pure 
components calculatcd using the LK, SRK. PR, PT, and H equations of state and the data of IUPAC tables (CH.: 
ANGUS ct al., 1978; C02: ANGUS ct al., 1973, 1979); N2 : ANGUS ct al., 1979). 
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FIG. 5. Relative deviations of the molar volume of the vapour and Jiquid phases ofCOrCH. and C02-N2 mixtures 
calculated using the Lee and Keslcr correlation ( 1975) and the experimental data of ARAl et al. ( 1971 ). RC: retrograde 
condensation. 

0.0 0.2 0.4 0.6 0.8 1.0 
XN2 

0.0 0.2 0.4 0.6 0.8 1.0 
XN2 

FIG. 6. Polybaric projections ofliquid-vapour isothcrms in the v
X plane for the CH,-Nl system. The triangles arc the ealculatcd 
critical points. The pressure of the saturation curvc was calculated 
using the SRK EOS and the molar volume was modclcd with theL
K EOS and modiricd BWR EOS. For homogcnisation to the vapour 
phase ( L + V- V transition). molar volumes arc above the critical 
curve: use diagram a. For homogcnisation to the Jiquid phase 
( L + V- L transition). molar volumes arc bclow the critical curvc: 
use diagram b, which is an c~pansion of diagram a for liquids. 

introduced by the application of two different EOS in the 
critical region. 

Comparison with v-X diagrams calculated using the Heyen 
EOS (HEYEN ct al., 1982; DARIMONT and HEYEN, 1988) 
shows that our mode! significantly improves the accuracy of 
the molar volume of the vapour phase which was systemat
ically underestimatcd by the Heyen EOS. This means that 
the internai pressure of a C02-CH. or C02-N2 vapour phase 
and the concentration ofthcsc gases contained in water-bcar
ing complex fluid inclusions was systematically overestimated 
using the v-X diagrams of HEYEN ct al. ( 1982) and DARI
MO:--<T and HEYEN ( 1988 ). 

Each isotherm is composcd of two parts: ( 1 ) the first part 
corresponds to L + V- L transitions for molar volumes 
lowcr than the critical volume ofthe mixture; (2) the second 
part corresponds to L + V- V transitions for mol ar volumes 
above the critical volume of the mixture (RAMBOZ, 1980; 
KERKHOF, 1988). The v-X projections for the C02-CH4 sys
tem givcn in this work do not apply to fluids with dcnsitics 
grcatcr than the density of the liquid along the univariant 
Seo, + L + V curve. For the C02-N2 system, the v-X pro
jection does not apply to fluids with high concentration 
(.X:-:,> 0.6-0. 7 ), sin ce the critical curve is intersected by the 
univariant Seo,+ L + Vcurve (KERKI-IOF, 1988). 

Application of the binai)' diagrams to fluid inclusion studies 
for the purpose of detcrmining the molar volumes requircs 
one to know ( 1) the chemical composition in one binary 
system. determined for instance by micro-Raman spectrom
ctl)': ( 2) the temperature (Th) of the phase transition, mea
surcd by microthermometric techniques, which pcrmits the 
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FIG. 7. Polybaric projections ofliquid·\·apour isothcrms in the L'· 

X plane for the C02-CH4 system. The pressure of the saturation 
curve was calculatcd using the SRK EOS and the molar volume was 
modcllcd with the L-K EOS and modificd B\\'R EOS. The triangles 
are the calculatcd critical points. For homogcnisation to the vapour 
phase (L + V- V transition), molar volumes arc above the critical 
curvc: use diagram a. For homogcnisation to the liquid phase 
( L + V- L transition). mol ar volumes arc bclow the critical cul"\·c: 
use diagram b, which is an expansion of diagram a for liquids. 

selection orthe isothcrm; and ( 3) the type of phase transition 
(L + V- L or L + V- JI) to choose the proper part of 
the isothcrm ( RAMBOZ, 1980 ). The mol ar volume of the 
fluid is located at the intersection of the straight line dcfincd 
by the molar fraction of one componcnt, with the propcr 
part of the isotherm defined by Th and the type of phase 
transition. This method is exemplified in Table 6. As il was 
already emphasized by RAMBOZ ( 1 980) and HEYEN ct al. 
( 1982 ), this procedure cannot be used if a clathrate is present 
at Th sin ce the v-X propcrtics of the volatile part of the in
clusion are affect cd by the presence of elath rates. 

~ 
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~\" bo< 
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E 500 "è ~ 250K 
~ 400 260 K 
Ql '-....._ 270 K E 300 280 K " 0 --..29,.0 K > 200 
:. ._300 
0 100 ~ E 
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0.0 0.2 0.6 0.8 

... 140 
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80 ., 
E 60 " 0 
> 40 :. jC02·Nd 0 20 
E 

0 
0.0 0.2 0.4 0.6 0.8 

XN2 

FIG. 8. Polybaric projections ofliquid-vapour isothcrms in the v
X plane for the C02-N, system. The pressure of the saturation cun·c 
was calculatcd using the SRK EOS and the molar volume was mod
e led with the L-K EOS and modificd BWR EOS. The triangles arc 
the calculàtëd critical points. For homogcnisation to the va pour phase 
( L + V_,. V transition), molar volumes arc above the critical CUI"\'C: 
use diagram a. For homogcnisation to the liquid phase (L + V_,. 
L transition), molar volumes arc bclow the critical CUI"\•c: use diagram 
b, which is an expansion of diagram a for liquids. 

The Tcrnary System: Its Calculation an4 a Simplified 
Projection 

It is not possible to construct v-X diagrams for the ternary 
system for the temperature range of interest. Consequcntly, 
it will be useful to know if the molar volume of the common 
COrrich fluids in the tcrnary system could be estimated using 
the v-X diagrams established for the C02-CH, and C02-N2 

binary systems. For C02-rich fluids (Xco2 > 0.6 ), isochores 
calculated by the modcl for the Jiquid and the vapour along 
the L· V curve form al most straight and pa rail cl !ines on a 
composition diagram (Fig. 9 ). Therefore, it is possible to use 

Table 6. Compnrison of the molar ,·olume of COz-rich Ouids, dcrh·cd from calculations 
in the ternnry system, with estimations obtained using empirical equations (28·31) and 
v-X projections in the CH4-COz and :-Ir COz systems. 

Th ~ Xco2 XCK4 X:-:2 v Xco2• Xcu4• v• Xco2• XN2• v• 
(} t .~u .Ill .JO 5~.7 .1~ 

:~~ 511.0 .~2 .lK ~~.4 
-20 .80 .10 .10 48.4 .78 48.6 .82 .18 48.0 
-40 L .RO .10 .10 43.5 .78 .22 43.9 .82 .18 43.1 
-20 L .60 .20 .~0 61.0 .56 .44 6J.R .64 36 58.1 
-40 L .60 .20 .20 49.6 56 .44 50.4 .M .36 48.1 

0 v .RO .20 .10 320 .82 .18 324 .78 .22 316 
-20 v .80 .20 .20 646 .82 .18 658 .78 .22 635 

Th: homogeniz..1tion temperature; ~: phase to wluch the homogemz..111on occurs (L: 
liquid: V: vnpour): X;: mole fraction of compone nt i in the tcm:ll)' sy~tem: X; •: p~eudo
molc fraction of compone nt i calculnted from one of the empiricnl equations (28-31) in 
one of the binary sysîcms; v •: .mol:u- volume calculated from n , .• X projection in a binary 
~y~tem using the corrc~ponding x,• 
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FIG. 9. Projection of isochores (cm3 • mol-') of the saturated liquid 
(L) and vapour (JI) in the composition plane Xco,-XN, and 
Xco,-XcH, at o•c. The origins of the diagrams correspond to pure 
col. 

the v-X projections for the COrCH~ and COrN2 system by 
calculating a pseudo-composition (X t) in these binary sys
tems. 

Projection in the C01-CH4 System 

x ~H. = 1.1 (XCii, + XN,) 

for an homogenisation to the liquid. (28) 

x ~H. = 0.9(XCtl, + XN,) 

for an homogenisation to the va pour. ( 29) 

Projection in the COrN1 system 

X~' = 0.9(XcH, +X:-:,) 

for an homogenisation to the liquid. (30) 

x~. = 1.1 (XCii, + XN,) 

for an homogenisation to the va pour. ( 31 ) 

The pseudo-compositions, calculated from appropriate pre
vious equations, are then combincd with the temperature of 
phase transition to estimate the molar volume using the ap
propriate v-X diagram of the COrCH4 or COrN2 system. 
The validity of this method has been verified for severa! tem
peratures and compositions (Table 6 ). Therefore, fluid in
clusionists need only the v-X projections of the COrCH4 

and C02-N2 systems to estimate the molar volume of COr 
rich fluids in the ternary system. 

CONCLUSION 

The use of two kinds of EOS, one for calculating the sat
uration pressure ( PR or SRK) and the other for calculating 
the molar volume (the Lee-Keslcr correlation), is key to ob
taining the bcst accuracy in the calculation of the molar vol
ume of the nonaqueous phase. The v-X projections given in 
this paper can be used in fluid inclusion studies for detcr
mining the molar volume of fluids in the COrCH 4 , C02-

:-.i:, and N:-CH. binary systems. ln addition, it has bcen 

demonstrated that the determination of the molar volume 
ofCOrrich fluids (X co,> 0.6) within the ternary C02-CH.
N2 system can be carried out using the v-X projections of 
the C02-CH4 and C02-N2 systems after modification of the 
ternary composition by empirical formulae. Funher studies 
will attcmpt to improvc the calculation in the critical region 
and to mode! the Seo, + L + V solubility cur.·e. 
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Improved modelling of vapour-liquid equilibria up to the critical 
region. Application to the C02-CH4-N2 system 

Abstract 
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A new procedure for extending the applicability of cu bic EOS to critical conditions is described. This method 
requires to detennine two sets of optimum binary interaction parameters for the non-critical and critical parts of 
PTx experimental data of binary systems. The effective binary interaction parameters are calculated by 
interpolation bctween lhese two sets of binary interaction parameters. The interpolation factor is a function of a 
distance from critical conditions, which is cvaluated from an a priori calculation of the molar volumes of 
coexistent Jiquid and vapour. The algorilhm is shown to improve the prediction of lhe Soave-Redlich-Kwong 
equation of state in the ternary C02-CHrN2 system. Application conditions of this approach to othcr systems 
àrc discusscd. 

Keywords: Theory; Equation of statc; Cubic; Critical; C02 -CH 4 -N2 mixtures 

1. Introduction 

Cubic equations of state (EOS) are successful for predicting fluid phase equilibria of nonpolar 
mixtures with a few number of parameters. However, they cannot be used for critical conditions, as 
they overestimate the extent of the liquid-vapour immiscibility. Any calculated liquid-gas isotherm 
of a binary system deviates largely from the experimental data in the critical region on a Px diagram. 
This is a serious problem when an accurate modelling of phase equilibria is required, e.g. for fluid 
inclusion studies in the C02-CHcN2 system (1.2]. Severa! attempts have been proposed for 
improving the predictions for the C02-CH 4-N2 system. A first solution is to use other mixing and 
combining rules [3], or to incorporate more parameters to the equation [3,4]. These methods generally 
improve the predictions of volumetrie propertics of fluids, but significant deviations are still obscrved 

• Corrcsponding author. 
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for the critical conditions. Kreglewski and Hall [5] proposed a non-cubic EOS for the binary 
C02-CH 4 and C02-N2 system, and they applied a semi-empirical correction in the critical regions. 
However, as it can be seen on their published figures (Figs. 1 and 5, their article), their model 
introduces unrealistic discontinuity and dissymmetry in the critical part of isothermal Px curves. 

It is well known that the theoretical basis of a cubic EOS is not adequate for predicting the 
properties of a system near its critical state. Indeed, cubic EOS are based on the assumption of the 
"mean molecular field", which assumes that the potential energy field exerted around a molecule is 
practically the same for each molecule of a phase. This simplification is clearly not valid for critical 
conditions, which are characterized by large density fluctuations at the molecular scale. Surprisingly, 
it remains possible to correlate experimental critical points of a binary system with a simple cubic 
EOS [6,7]. However, this requires the use of binary interaction parameters (BIP), whose values are 
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Fig. 1. Isothcnnal Px projections of the liquid-vapour immiscibility region. A, at - 33.!5°C for the C02 -N2 system; B, at 
-3.!5°C for the C02 -CH 4 system. The experimental data are thosc of Al-Sahhaf ct al. [15]. The dotted curvc is for the 
SRK EOS, whercas the solid curve is for the MSRK EOS, with variable BIP. 
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largely different from those used for liquid-vapour equilibria, and therefore, are not suitable outside 
the critical region. The aim of this paper is to show that cubic EOS are capable of representing 
vapour-liquid equilibria, both for critical and non-critical conditions, by building a mode! whose BIP 
are allowed to vary as a function of the distance from cri ti cal conditions [8-1 0]. An interpolation 
parameter is used in order to join the two areas of applicability of cubic EOS without discontinuity. 
First, the definition of the interpolation factor is given. Two sets of optimum BIP are determined from 
experimental data. Then, the improvements on the prediction of phase equilibria are reported. 

2. The algorithm 

The Soave-Redlich-Kwong (SRK) EOS [Il] has been chosen as a basis for modelling Iiquid-gas 
equilibria of the C02-CH 4-N2 system. The usual quadratic and combining rules are used for both a 
and b parameters of the SRK EOS [12]: 

a= I: I:x;xjaij(1-ka.ij) (1) 
j j 

b =" "x.x.b .. (l- kb ··) f...J f...J 1 J IJ ,IJ 
j 

a;i = Ja;ai 

(2) 

(3) 

(4) 

where ka,ij and kb,ii are the binary interaction parameters (BIP) respectively on the a and b 
parameters, which are specifie to the interactions between species i and j. 

The SRK EOS has been successfully applied to the C02-CHrN2 system with only one BIP on 
the a pararneter [1,2], except in the critical and retrograde condensation regions. The pressure is 
strongly overestimated in the critical region. Pressure discrepancies may be as large as 2S bar for the 
C02-N2 system at - 30°C (Fig. 1) and the C02 content of the critical point is al ways underestimated 
(up to 10%) for the C02-N2 and the C02-CH 4 system (Fig. l(A) and l(B)). Therefore, an 
improvement of the EOS· is necessary for quantitative use. However, the CH 4-N2 system is weil 
predicted by the SRK EOS [1]. Discrepancies near critical points are not important enough and do not 
justify a modification of the modcl for the CH 4-N2 system. 

As stated above, a new interpolation parameter, dcnoted as Ç, is introduced for calculating 
effective BIP, as follows 

ka,ij = Çk~.ij + (1- Ç)k;~j 

kh .. = Ç kbc .. + ( 1 - Ç ) kbnc .. 
•11 ,1) ·'1 

(Sa) 

(Sb) 

where supcrscripts ne and c denote non-critical and critical conditions respectively. § takes. values 
ranging between 0 (non-critical state) and 1 (critical state); k;~i• ki,~i' k~.ii• and k'f,,;i are BIP, 
determined independently by fitting the EOS with experimental data. Ç should represent a function of 
the distance of the state of the fluid with respect to critical conditions. We can make use of the fact 
that molar volumes of the gas and liquid phases become almost equal for near-critical conditions. 
Accordingly, Ç is expressed as a function of v,., the ratio of the molar volume of the gas ( vG) to the 
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molar volume of the coexistent liquid ( vL): 

Table 1 
Binary interaction paramcters 

Systems Non-critical part 

knr: 
a 

C02 -N2 -0.D35 
C02 -CH 4 0.1 
CH 4 -N2 0.03 
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Fig. 2. The critical curvc of the C02 -CH 4 system. A, PT projection. B, Tx C02 projection. Experimental data are thosc of 
Arai ct al. [1 8] and Hwang ct al. [23]. The dottcd curve is the criticallinc calculatcd by the SRK EOS with one BIP on the a 
parameter (k~ = 0.08). A more satisfactory agreement with experimental data is obtaincd by considering two BIP on the a 
and b paramctcrs (sol id curvc, k~ = 0.074, ki;= - 0.051). 
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(6) 

where vG and v L are calculated with the classical SRK EOS ( g = O).The following threshold function 
is uscd to describc the dependence of the g parameter to v,: · 

200 

180 

~ 160 
ro e 
~ 140 
::J 
!/) 
!/) 
(1) 

à: 
120 

100 

80 

300 

Q' 260 -(1) .... 
::l 260 
ê5 .... 
Q) 
o. 
E 240 
Q) 

1-

220 

A 
200 220 

B 

240 

• Ar.li ct ;ol, (18) 
• AI·Sahhar et al. {IS) 
"' COz critical point 

- .~: .... o.l os, .~:.=<>.o 
-.1:.=·0.116. k.•·{J.071 

260 280 300 

Temperature (K) 

• Atai ct al. ( 18) 
• AI·Sahhafctal. (1.5] 
4 COz critical point 
a calculated Q point (2) 
o experimental Q point 

(2.37) 
--k.=·O.IOS, k.=O.O 
-k.=.O.I 16, .1:•=.0.071 

0.3 0.4 o.s 0.6 0.7 0.8 0,9 1.0 

xC02 

(7a) 

Fig. 3. The critical curvc of the C02 -N2 system. A, PT projection, B, Tx projection. Experimental data uscd for fitting BIP 
arc those of Arai ct al. [18} and Al-Sahhaf ct al. [ 15]. The dottcd curvc is calculatcd by the SRK EOS by using on! y one BIP 
on the a paramctcr (k~ = -O. 108). Cl oser agreement with experimental data is obtaincd with two BIP on the a and b 
paramctcrs (solid curvc, k~=-0.116, kb=-0.071). The intersection of the C02 -N2 critical curvc with the C02 

solid-liquid-gas curvc has bccn calculatcd with the MSRK EOS at T = -61.1°C and x N2 = 0.53 (cmpty square, [2]). This 
calculatcd Q point is in fair agreement with the estimation of Kerkhof [37], using synthetic fluid inclusions (T = -61 .2°C 
and x N2 = 0.47). 
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g= 1.0 for vr < s (7b) 

As required, this function is equal to for critical states and to 0 for non-critical conditions. A 
function, that mimics a half gaussian bell curve, has been used for the transition region between the 
critical and non-critical fields. This function has becn found to give the best results, whereas other 
tested functions, such a linear or a parabolic ramp, fail to reproduce adequately the shape of the 
isothennal Px isothcnns. Two parameters are involved for the gaussian transition (Eq. (7)). The first 
parameter, denoted as s, influences the position of the ramp with respect to vr values of reduced 
molar volumes (Eq. (6)). The second parameter, denotcd as A, bas an influence on the slope of the 
ramp between critical and non-critical conditions. Values of A and s parameters have been estimated 
crudely for the C02-CH 4-N2 system from experimental data of the binary subsystems (A = 0.5 and 
s = 1.05). 

In short, two steps are required for calculating a liquid-vapour equilibrium point. The first one is 
the calculation of a point with the usual BIP that are suitable in the non-critical part. 

k _ knc 
a,ij- a,ij 

kb .. = kbnc .. 
.IJ ,lj 

(Sa) 

(Sb) 

The molar volumes of the coexistent liquid ( vL) and vapeur ( vL) phases are calculated. The ·
interpolation factor g is estimated from Eqs. (7a) and (7b). Then, new BIP are calculated from Eqs. 
(5a) and (Sb). These effective BIP are used for calculating the correct liquid-vapour equilibria point. 
This algorithm has been implemented with thennodynamic calculations packages for calculating Px 
isothenns, PT isopleths and ether projections of the liquid-vapour immiscibility regions [13,14]. 
Contrary to the empirical correction proposed by Kreglewski and Hall [5] in the critical region, it is 
not necessary here to iterate until consistent values of the § interpolation factor and the vr ratio of 
molar volumes are obtained. Such iterations would increase a lot the complexity of calculations, and 

·. 0.6 
·· ........................................................... . 

+ Somait and Kidnay [30] 
······SRK 
-MSRK 

• calculatcd critical points 

Fig. 4. Isothcrmal and isobaric liquid-vapour immiscibility region on a tcmary C02 -CH 4 -N2 diagram. The experimental 
data arc thosc of Somait and Kidnay [30] at -3.15°C and 96.3 bar. The doued curve is for the SRK EOS, whcreas the solid 
curve is for the MSRK EOS with variable BIP. Calculated critical points and sorne experimental tie-lines are drawn too. 
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the accuracy of rcsults could not be improvcd significantly. 

3. The fitting of binary interaction parameters in the C02-CH 4-N2 system 

Best-fitting kif BIP have bcen detcnnined in a previous study in the non-critical region[l] from 
experimental data of the binary systems CHcN2 , C02-N2 and C02-CH 4 [15-36]. The kb.~i values 
have been set to zero, and the k:~iJ values are temperature independent (Table 1 ). 

Optimum kf1 BIP have becn dctennined along the critical locus curve for the C02-N2 and the 
C02-CH 4 systems from available experimental data [15,18,23](see Fig. 2). For this purpose, the 
minimum of an objective S function has been searchcd by using a minimization routine. 

(9) 

where y{xp and y[alc: are the experimental and calculated mole fraction of C02 respectively, and 
P/xp and P{01

' are the respective experimental and calculated pressures for each experiments i. A 
first attempt, where only the k~.ii BIP was fitted, did not result to a sufficient agreement with . -
experimental data, as it can be seen on PT and Tx projections of the critical curve (dotted curve on 
Figs. 3 and 4). For our purposes, a close agreement between the model and experimental data is 
important. Otherwise, unrealistic variations of the isothennal Px immiscibility loops may be 
produced (as in the work of K.reglewski and Hall [5]). Incorporation of the BIP on the b parameter 
(Eq. (4)) into the model results in a better agreement (Figs. 3 -ànd 4). 

4. Results 

Improvements of the prediction of the model on the binary C02-CH 4 and C02-N2 systems are 
shown in Fig. l(A) and I(B). As expected, the critical and the retrograde condensation regions are 

Table 2 
Accuracies of bubble pressure calculations for the C02 -N2 system 

References Temperature Number of points AADP• AADyb 

(K) N SRK MSRK SRK MSRK 

[15] 240.00 4 5.58 0.63 3.02 0.96 
[30) 270.00 6 1.88 1.08 2.63 1.06 
[32] 273.15 3 4.88 1.29 2.78 0.54 
[33) 273.15 3 1.65 1.27 1.10 0.54 
[33] 232.85 3 2.44 1.39 1.59 1.65 
[1 7] 223.15 3 3.31 1.95 0.70 0.30 
[17] 273.15 2 1.80 1.04 1.14 0.68 
Ail data 24 3.08 1.20 2.03 0.86 

0 
AAD P = [ ~ .f.1 P;"P - Pt011/ P;0'P] X 1 00; b AAD y= [ * .f.lyf'P - )'{01 1] X 100. 

r• 1 r•l 
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Table 3 
Accuracies of bubble pressure calculations for the C02 -CH 4 system 

References Temperature Number of points AADPa AADyb 

(K) N SRK MSRK SRK MSRK 

[22] 271.48 3 4.35 3.42 0.96 1.16 
[24] 253.15 2 1.10 0.26 1.54 0.53 
[15) 240.00 7 1.95 1.42 1.0 1.23 
[21] 230.00 5 0.91 0.75 0.80 0.85 
[21) 250.00 3 1.15 0.70 1.99 1.98 
Ali data 20 1.93 1.33 1.15 1.17 

reproduced better. For example, in Fig. l(A), the critical pressure is overpredicted by more than 25 
bar with the SRK EOS, whereas the pressure deviation (LlP = Pcalc- Pexp) is below 3 bar with our 
modified Soave-Redlich-Kwong (MSRK) EOS. Comparisons between the SRK and our MSRK EOS 
are reported in Table 2 for the C02-N2 system and in Table 3 for the C02-CH4 system. 
Liquid-vapour phase equilibria have been calculated for ail available experimental data. For a given-
temperature and liquid composition, the pressure and the vapour composition were calculated. Results 
in Tables 2 and 3 have been reported only for the retrograde condensation region and the critical 
region, i.e. in the fields where the MSRK EOS produces strongly different values from the SRK EOS. 
The use of our improved mode! allows the reproduction of experimental data with a better accuracy. 
Pressure and vapour composition are reproduced with a relative error around the percent for the 
binary C02-CH 4 and C02-N2 systems in the critical region. The method has been tested also for the 
C02-CHrN2 temary system. An isothermal and isobaric projection of the Iiquid-gas immiscibility 
is given in Fig. 4. Whereas the CH 4 mole fraction of the critical point is predicted with a deviation of 
0.07 by the SRK EOS, the deviation is below 0.01 with the MSRK EOS. Numerical comparisons 
between the SRK and the MSRK EOS are reported in Table 4 for the temary system in the critical 
region. Relative errors on the pressure and vapeur composition are below 1.5%. Thus, our mode! 
improves significantly loo the predictions in the temary system and no temary interaction parameters 
are required. 

5. Application to othcr systems 

This method improves the prediction of Jiquid-vapour equilibria of the C02-CH 4-N2 system with 
a cubic EOS up to the critical conditions. Such a method could be used for other systems and with 
other EOS. However, it is important to point out the potential problcms and to show how to solve 
them. 

First of ali, a successful EOS should be available for modelling the liquid-vapour properties for 
non-critical conditions. One set of BIP must be fitted firstly for best agreement of the EOS with 
experimental data outside the critical and retrograde condensation region. Then, another set of BIP 
should be obtained for reproducing accurately the critical curves of binary subsystems. 

If this work of fitting bas been done with success, the experimental immiscibility curves must be 
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Table 4 
Accuracics of bubble pressure calcul at ions for the C02 -CH 4 -N2 system 

References Temperature Pressure Number of AADPa 
(K) (bar) points N 

SRK 

[ 15} 220.00 91.19 2 5.01 
[ 15] 220.00 121.59 5 3.91 
[ 15) 233.15 81.06 3 2.27 
[15] 240.00 91.19 6 2.30 
[ 15) 240.00 121.59 7 2.62 
[ 16] 230.00 96.52 2 4.31 
[16) 250.00 86.19 7 2.39 
[16] 250.00 103.42 4 1.93 

[30] \ 270.00 96.26 4 2.21 
[30] ' 270.00 111.46 5 2.50 
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comparcd with the immiscibility curves calculated by the EOS with non-critical BIP. Fig. 5 illustrates 
the possible problcms that may arise for binary systems. Isotherrnal bubble and dew curves are plotted 
in pressure-composition diagrams. The dotted line represents the curves calculated by the EOS with 
non-critical BIP, whcrcas the solid line represents the experimental immiscibility curves. The three 
main types of vapour-liquid equilibria (VLE) calculations are considered here (bubble pressure, flash 
and dcw pressure calculations). In Fig. 5(A), the temperature (T ·) and the mole fraction of the 
volatile component (x·) arc given for a bubble pressure calculation. A VLE solution, shown by an 
empty cirèlc, does exist. Howcvcr, this VLE point cannot be rcached with our method. Indeed, the x· 
composition is locatcd outside the range of composition predicted by the EOS with non-critical BIP 
for the bubble curvc. 11ms, the g parameter cannot be estimated. In Fig. 5(B), the T • temperature 
and the P • pressure are fixcd for a flash calculation. But, the P • pressure exceeds the critical 
pressure calculatcd by the EOS with non-critical BIP. As a consequence, the solution cannot be found 
by a flash calculation. Fortunately, in this case, the solution can be approximated by perforrning 
severa! bubble pressure calculations. Another type of problem occurs when a bad Ç interpolation 
parameter has been obtained aftcr a VLE calculation with non-critical BIP. This problems arises, for 
examplc, in Fig. 5(C), whcre the T • temperature and the y· composition of the vapour arc fixed for 
a dew pressure calculation. The VLE solution lies in the retrograde condensation region, near th~_ 
critical point. But, the VLE calculation with non-critical BIP leads to a point on the dew curve (filled 
circle) far outside the critical region. Thus, a value close to zero for the Ç interpolation parameter is 
found by using Eqs. (6) and (7a), whereas a value close to one would be expected. This problem can 
be bypassed loo by doing bubblc pressure or flash calculations instead of dew pressure calculations. 

Such problems are expected to be rare. The liquid-vapoui immiscibility region calculated by an 
EOS with non-critical BIP extends very often over the experimental immiscibility field. Thus, in most 
cases, there is no problem for estimating the Ç parameter from a VLE calculation with non-critical 
BIP. In the C02-CH 4-N2 system, no serious problem was met. Only, dew pressure calculations 
could fail in the retrograde condensation region, as illustrated in Fig. 5(C). lndeed, the calculated 
critical points of the C02-CH 4 and C02-N2 system are always shifted to C02-poorer concentrations 
with respect to experimental critical points. But, as explained above, VLE points in the retrograde 
condensation region can be ca!culated by a bubble pressure calculation. 

In summary, our approach can be applied to any system that fulfills the following conditions: (1) 
an EOS can reproduce the experimental data points of VLE by using non-critical BIP; (2) the critical 
curve can be reproduced with a good accuracy with the same EOS, but with a different set of BIP; (3) 
the immiscibility region predicted with non-critical BIP includes the experimental immiscibility 
region. After these conditions have been checked for the system under investigation, it remains to 
define an interpolation function betwecn non-critical and critical BIP. For the C02-CH 4-N2 mixture, 
the Ç interpolation function, as defined by Eq. (7), has been used. The following values fors and A, 
1.05 and 0.5, have been estimated for the C02-CH 4-N2 system, and they are found to give 
satisfactory results. But another values could be required for modelling the VLE in the transition 
region between non-critical and critical conditions of other systems. 

6. Conclusion 

It is shown thal cubic EOS provide a convcnient framework for modelling liquid-vapour equilibria 
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A. Bubble pressure calculation 
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Fig. 5. Illustration of possible mismatches of our system. Fictive isothennal Px projections of the liquid-vapour 
immiscibility field are givcn herc for a binary system (1-2). The solid linc reprcsents the experimental biphasic 
liquid-vapour region, that should be reproduced as closely as possible with our method. The dashed Jine delimits the 
immiscibility field calculated by an EOS with noncritical BIP. This dashed curve indicates the range of possible 
pressure-composition values that are obtained after a YLE calculation with noncritical BIP. Critical points on these 
immiscibility curves arc indicated by full squares. The empty circle on the solid curve is an example of YLE point that 
cannot be calculated with our approach. A, A bubble pressure calculation cannot be donc here with the given T • 
temperature and x· liquid composition. Indeed, the EOS with noncritical BIP fails to predict a VLE state, and th us no § 
distance can be detennined. B, A nash calculation cannot be perfonned here with the given T • temperature and P • 
pressure. The P • pressure is greater than the cri ti cal pressure (Pc) calculated by the EOS with noncritical BIP. Th us, no 
VLE state can be calculated with a flash calculation at the first step of our algorithm. C, A dew pressure calculation can be 
carried out with the given T • temperature and y· va pour composition, but leads lo an uncorreet solution (represented by a 
filled circle), as it is characterized by a Ç value close to z.ero (noncritical conditions). 
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for non-critical and critical conditions. Two best-fitting sets of BIP have been detennined from 
experimental data in and outside the critical region for the binary C02-N2 and the C02-CH 4 system. 
One BIP on the a is sufficient for predicting liquid-vapour equilibria outside the critical region. On 
the contrary, two BIP on the a and b parameters are necessary for representing the critical curve of 
binary systems with sufficient accuracy. Effective BIP applied to the system are allowed to vary 
between both non-critical and critical sets of BIP. The continuity is ensured by an interpolation 
parameter, which is a function of the distance from the critical state. The interpolation parameter is 
obtained by an a priori liquid-vapour calculation, which provides an estimate of the ratio of the 
molar volumes of coexistent liquid and vapour. Our modified SRK EOS allows one to represent 
liquid-vapour equilibria with a good accuracy. Prediction of liquid-vapour equilibria are significantly 
improved in the ternary C02-CH 4-N2 system, in particular for near-critical conditions. It is believed 
that this method could be applicable to other mixtures of nonpolar molecules. 

7. List of symbols 

P pressure 
T temperature 
a attractive parameter of the SRK EOS 
b covolume of the SRK EOS 
xi mole fraction of the i component 
S objective function used for fitting BIP 
k~c BIP for the a parameter for non-critical conditions 
k~ BIP for the a parameter for critical conditions 
kbc BIP for the b parameter for non-critical conditions 
k'b BIP for the b parameter for critical conditions 
s interpolation function 
vr ratio of molar volumes of coexistent Iiquid and gas 
vL molar volume of the liquid 
vG molar volume of the gas 
N number of experimental data 
A parameter of the g function 
s parameter of the Ç function 
P • a fixed pressure 
T • a fixed temperature 
x a fixed liquid mole fraction 
y a fixed vapour mole fraction 
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Abstract: vX properties of the binary systems C02-CH4 and C02-N2 are described with improved accuracy and 
for the full ranges of composition and molar volume. PTX conditions of phase transitions including liquid, gas 
and solid are modelled by the Soave-Redlich-Kwong equation of state, and molar volumes by the Lee-Kester 
correlation. The Soave-Redlich-Kwong equation of state has bcen improved for critical fluids. vX diagrams are 
presented, which describe phase transitions involving Iiquid, gas and C02 solid phases for C02-Cl-I4 and C02-N2 
fluid inclusions. Also discussed are the conditions of the metastable Iiquid-liquid-gas phase assemblage. 

Kcy-words: fluid inclusions, C02·CH4-N2 system, phase equilibria, l'X propertics, equations of state. 

Introduction 

The determination of fluid compositions (X) 
and molar volumes (v) is an esscntial stcp for any 
quantitative study of palco-fluids, presently 
found as relicts in fluid inclusions. Temperature 
measurcments of phase transitions obscrved by 
microthermometry and combincd with Raman 
spectrometry allow fair! y accurate determinations 
of the vX propertics of the non-aqueous volatile 
parts of fluid inclusions. As popularizcd by Bur
russ (1981), vX diagrams are most appropriate for 
quantitative interpretations of phase transitions in 
fluid inclusions. In many cases, non-aqueous 
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volatile portions of fluid inclusions can be de
scribed in the C02-CH4-N2 system. Unfor
tunately, experimental data are not numerous 
enough for an accurate interpretation of phase 
equilibria, and molar volumes of C02-CH4-N2 
fluids are poorly known. Thus, the accuracy of 
vX determinations mainly relies on the applied 
equations of state (EOS) and the derived phase 
diagrams. The large amounts of microther
mometric and Raman data, produced during the 
last decade, have demonstrated that available 
phase diagrams for the C02·Cl-l4 system (Her
skowitz & Kisch, 1984; Heyen et al., 1982) and 
for the C02-N2 system (Darimont & Heyen, 
1988) have limited ranges of application and are 
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inaecurate in sorne parts. Thcrefore, it was fclt 
that more rcliable thcrmodynamic modcls, with 
larger ranges of application and highcr accuracy, 
are required in order to be in better agreement 
with fluid-inclusion data. 

Earlier v X diagrams for the two binary systems 
were constructed by means of single models Iike 
cu bic equations of state (Heyen, 1981; Peng & 
Robinson, 1976; Soave, 1972). However, it is not 
possible to build one cubic equation of state 
(EOS), that reproduccs ali thcrmodynamic prop
ertics of a fluid (Vidal, 1983). Therefore, instcad 
of using only one EOS, two different thermody
namic models are suecessivcly applied as dc
scribed by Thiéry et al. ( 1994). The first step is 
the calculation of the saturation pressure of a 
mixture of givcn composition and temperature 
from a cubic EOS. Subsequcntly, the molar 
volume is calculated from the calculated pressure 
with a modcl bascd on the corrcsponding-statcs 
principle (Prausnitz, 1969), the correlation 
dcvelopcd by Lee & Kcsler (1975). This mcthod 
results in more accurate calculation of ali para
metcrs. Indecd, cubic EOS arc efficient in mod
elling the PTX propcrties of phase cquilibria in 
mixtures of non-polar molecules. On the othcr 
hand, the Lcc-Kcsler mcthod is most succcssful 
when applied to the calculation of bulk propertics 
such as the molar volume. In this way, vX dia
grams have bccn publishcd for the systems C02-
CH4 and C02-N2 (Thiéry et al., 1994). Howcver, 
the rèsults obtained for near-critical fluids arc 
still poor as compositions in this range arc inac
curate and the pressure is overcstimated. Con
scquently, molar volumes in the critical and ret
rograde condensation regions are badly 
rcproduccd. This makes an improvement of the 
mode! for critical fluids necessary. Moreovcr, 
phase transitions involving a C02 solid phase 
(initial and final melting, partial homogenization 
and sublimation) are also indicative of vX prop
ertics of fluid inclusions (Van den Kcrkhof, 
1988). Modclling of thcsc phase transitions is 
also addresscd in the present papcr. The prcvious 
modcls used by Hcycn et al. (1982), Hcrskowitz 
& Kisch (1984), Darimont & Hcycn (1988) arc 
highly inaccuratc in parts of the v X diagrams and 
the stability conditions of the univariant thrcc
phasc solid-Iiquid-gas assemblage are not weil 
cstimatcd. Modclling of the metastablc liquid
Jiquid-gas assemblage, which has been recently 
described in fluid inclusions (Berdnikov, 1987; 
Van den Kerkhof et al., 1993) has also bcen 
donc with the same combincd EOS. 

s 
F 
L 
L1 
Lz 
G 
S(LG) 

L(SG) 

G(SL) 

LG(S) 
SG(L) 
SL(G) 
EOS 
SRK 

LK 
x 
p 
v 
T 
kij 

Oïj 

Symbols 

the C02 solid phase 
the fluid phase 
the liquid phase 
the CH4-rich Iiquid phase 
the C02-rich Iiquid phase 
the gas phase 
the C02 solid phase in equilibrium with 
liquid and gas 
the liquid phase in equilibrium with 
C02 solid and gas 
the gas phase in equilibrium with C02 
solid and liquid 
the tie-line joining L(SG) and G(SL) 
the tie-line joining S(LG) and G(SL) 
the tie-Iine joining S(LG) and L(SG) 
equation of state 
the Soave-Redlich-Kwong equation of 
state 
the Lee-Kesler correlation 
composition (mole fraction) 
pressure (bar) 
molar volume (cm3Jmol) 
temperature (K) 
binary interaction parameter charac
teristic of components i and j used in 
the SRK EOS 
binary interaction parameter in the LK 
correlation 
a distance between non-critical condi
tions and critical conditions. 

The topology of the COz-CH4 
and COz-Nz systems 

The main difference between the systems C02-
CH4 and C02-N2 is duc to the relative positions 
of the liquid-gas (L = G) critical and the univar
iant solid-liquid-gas (SLG) curves (Fig. 1). The 
critical curve is continuous between the two criti
cal points of the pure components for the system 
C02-CH4 (Fig. 1 a), whereas it is discontinuous 
for the system C02-N2 (Fig 1 b). In the latter sys
tem, the critical curve is intersected twice by the 
univariant three-phase SLG curve, where solid 
phase is in equilibrium with critical fluid (SL = 
G). One of the intersection points (P point) is 
very close to the critical point of N2, whercas the 
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intersection point at the high temperature side 
(Q point) has been located at XN2 = 0.47 and T 
= -61"C (Van den Kerkhof, 1990). At tempera
tures not below -183"C, the solid phase is always 
pure C02. Solid solution between C02 and 
CH4/N2 does not occur. However, solid phases 
forming at lower temperatures involve solid so
lutions between CH4 and N2 (Omar, 1962). These 
solids are not considered here, since the purpose 
of this work is to model phase equilibria ob
served using liquid N2 as cool ing agent at 
temperatures above -182'C. 

Recently, immiscibility of the metastable un
dercooled Iiquid has been observed in the C02-
CH4-N2 system below -90'C (Berdnikov, 1987; 
Van den Kerkhof et al., 1993, sec bc_low) and 
suggests that phase transitions in the systems 
C02-CH4 and C02-N2 may be more complex 
than first assumed (Kreglewski & Hall, 1983; 
Van Konynenburg & Scott, 1980). Based on a 
theoretical analysis of the van der Waals EOS, 
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binary (i - J) systems show different topology in 
relation to the strength of molccular interactions 
(Van Konyncnburg & Scott, 1980). In the case 
of strong attractive interactions betwcen 
molecules i and j, mixing of the end-member 
fluids at low temperatures produccs heat and,· 
eonscquently, Iiquid-liquid immiscibility does 
not occur. Examples of such systems arc C02 + 
ethanol and C02 + nitrobenzcne, and have been 
classified by Van Konynenburg & Scott (1980) 
as type 1. On the othcr hand, if interactions be
tween i and j molecules arc not very strong, hcat 
must be fumished to mix the pure components, 
attractive forces are not strong cnough to 
counteract the repulsive part of molccular inter
actions, and Jiquid-liquid immiscibility occurs at 
low temperatures. Moreovcr, if the critical 
temperature of one end-mcmber componcnt is 
much highcr than the critical temperature of the 
othcr one (i.e., Tcj > 2 Tc.i for molecules of sim
ilar size), the attractive forces (j - j) arc much 
stronger than attractive forces (i - i). As shown · · 
by Van Konyncnburg & Scott (1980), this must 
have also implications for the position of the liq
uid-gas critical curve relative to the Iiquid-liquid 
critical curve. If the difference between the criti
cal temperatures of the end-membcrs is not large, 
the Iiquid-gas critical curve does not intcrscct the 
Iiquid-Iiquid critical curve. These systems are 
classified as type II by Van Konynenburg & 
Scott (1980), e.g. the systems of C02-tz-alkanes. 
If the difference bctwecn the critical temperatures 
of the end-member componcnts is large, there is 

Fig. 1. Topology of the binary systems C02-CH4 (Fig. 
1 a) and C02-N2 (Fig. 1 b) in PT diagrams. The pressure 
and temperature scales are arbitrary. Invariant points: 
eutectic point ScH/N2Sco2LG (E, li lied square), triple 
points (T, li lied triangles), L = G critical points for pure 
fluids (C, lillcd circlcs), thrcc-phasc critical end-points 
(cmpty circlcs), intersection points of a critical curvc 
with the SLG curve (cmpty triangles). Univariant tines: 
two-phasc assemblage for the pure cnd-mcmbcrs (gray 
tines), thrce-phasc assemblage for the binary systems 
(thick solid tines), and critical curvcs (thin solid lines). 
The prefix "m" denotes mctastable parts. Regions 
around the triple points T CH4 and T N2 have bcen 
considcrably enlargcd. The critical curvcs (L = L and 
L = G) delimit LL and LG immiscibility (shadcd areas). 
Also indicated arc the stability fields of Jiquid-liquid 
(LL), solid-gas (SG) and solid-fluid (SF) assemblages. 
The metastable L = G critical curves (mL = G) pre
dictcd by the SRK EOS anq the Krcglewski & Hall 
mode! (1983) are skctchcd. 
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no continuous Iiquid-gas critical curvc, 
mctastablc or not, joining the critical points of 
the pure componcnts. Such systems arc classificd 
as type III, e.g. the system H20-C02. Krcglcwski 
& Hall (1983) suggcstcd from calculations with 
thcir EOS thal the C02-CH4 system would be 
type II and the C02-N2 system type III. Accord
ing to thcir calculations, liquid-liquid immisci
bility for the C02-CH4 system would occur 
below -80"C in the stability field of solid C02. 
Furthcrmorc, for the C02-N2 system, the 
metastable branch of the critical curve starting 
from the Q point would exhibit a temperature 
minimum and then, would run with increasing 
temperatures to very high pressures and dclimit 
the field of so-called gas-gas immiscibility 
(Schneider, 1978). The temperature minimum of 
the critical curve is referred to as a "double criti
cal" point (L = G = G), where the liquid-gas and 
gas-gas critical loci mect. Krcglcwski & Hall 
(1983) estimated the temperature of the double 
critical point at -71"C, 450 bars, and approxi
mately 40 cm3fmolc. 1llus, gas-gas cquilibria 
may occur in fluid inclusions of lowcst molar 
volume and above -71"C, but they are assumcd 
to be indistinguishable from "normal" LG equili
bria. Moreovcr, gas-gas immiscibility would 
occur partly in the stability field of solid C02 
(denoted mGG field in Fig. 1 b). In this case, a 
second intersection point with the SLG curve 
should exist and the G = G critical curve should 
beçome stable again at highcr temperatures and 
pressures. Howcver, gas-gas immiscibility is not 
predicted with the SRK EOS. The L = G critical 
curve calculatcd by the SRK EOS steeply rises 
to high pressures with cooling and shows no 
double critical point. The rcality of gas-gas im
miscibility can be proved by experiment only. A 
series of high-prcssure experiments has been 
started at the van der Waals Laboratory, Amster
dam (Schouten et al., in prep.). The low tempera
ture side of the L = G critical curve starts from 
the critical point of N2, intersects the three-phase 
SLG curve at the P point, and should go on 
metastably up to an intersection point (mLL = 
G point in Fig. 1 b) with the thrce-phase 
metastable LLG curve. The metastable extension 
of the L = G critical curve at low temperature 
(mL= G in Fig. lb) has never bccn observed, 
but is important to considcr in order to under
stand the transition from the type-Il system C0z
CH4 to the type-III system COz-Nz. Whcn N2 is 
added to the C02-CH4 system, the LL stability 
field extends progressively to higher tempera-

turcs. 1llen, the L = L critical curvc intersects the 
L = G critical curve. From this step on, the sys
tem bccomes a type-III system, as illustrated in 
Fig. 1 b: the L = G curve splits into a low
tcmperature and a high-temperature p'arts. 1lle 
low-tempcraturc side ends at a critical end-point 
(LL = G) on the LLG curve; and the high
temperature part starts from the COz critical 
point and rises to high pressures as an extension 
of the previous L = L curve. 

The Jarger difference betwccn the critical 
temperatures of pure components for the system 
C02-N2 comparcd to C02-CH4 has also implica
tions for the partitioning of the components in 
liquid and gas, and for the phenomena of retro
grade condensation. 1lle partitioning of N2 is 
much higher in the gas phase and much Iower in 
the liquid phase than CH4. The phenomenon of 
retrograde condensation is important for the un
dcrstanding of the binary systems and for a 
proper interpretation of fluid inclusions. Retro-:_ 
grade condensation is a remarkable fluid phase 
behaviour in mixtures : by compressing a gas 
mixture at constant temperature, as expected, liq
uid condensates, but again it may disappear 
during further compression. In pure systems, the 
critical point is the highcst temperature of liquid
gas coexistence, and therefore the highest 
possible homogenization temperature. The impli
cation of retrograde condensation for fluid inclu
sions is that, contrary to pure fluids, mixtures of 
given composition may homogenize to gas at a 
higher temperature than the critical temperature 
of the mixture with the same composition. Ret
rograde condensation is very common for COz
N2 fluid inclusions. 

Phase cquilibria modclling 

Modclling of liquid-gas phase cquilibria 

Modelling of liquid-gas equilibria is carried 
out using the Soavc-Redlich-Kwong (SRK) EOS 
(Soave, 1972), associated with the quadratic 
mixing rules (Vidal, 1978). As shown by 1lliéry 
et al. (1994), such an EOS could be successfully 
applied to CH4-C02-N2 fluids except in the criti
cal and retrograde condensation regions. The 
pressure is strongly overestimated in the critical 
region (up to 50 bars for the C02-N2 system, at 
-30"C) and the C02 content at the critical point 
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Fig. 2. PX isothcm1al LG immiscibility curvcs of the 
binary systems. (a) COz-Nz. (b) C02-CH4. 
Experimental data of AI-Sahhaf et al. (1983). 

is always undcrestimated (up to 10 percent), as 
shown in Fig. 2. Thcrefore, an improvcmcnt of 
the EOS is necessary for any quantitative use. 

As shown by Huron et al. (1978), the SRK 
EOS is able to predict liquid-gas cquilibria in the 
critical region for binary mixtures of C02 and 
11-alkancs, if binary interaction paramctcrs (BIP) 
arc dctcrmincd from experimental data along the 
criticallines. However, thesc critical BlP arc not 
suitable outside the critical region. Therefore, 
BIP should be expressed as a function of some 
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characteristic distance between non critical and 
critical conditions for using the SRK EOS over 
the whole range of conditions. 

ka,ij = l;k ~.ij + (1 - Ç)k:!)j (la) 

kb,ij = l;f..'t,;j + ( 1 - Ç)kg)j ( 1 b) 
whcre superscripts ne and c denote non-critical 
and critical conditions respectively. 1; is an inter
polation parameter ranging between 0 (non-criti
cal state) and 1 (critical state); k:!)j• J!b)j, J.:'jûj• and 
kf,ij are BIP, determincd indcpendently by fitting 
the EOS with experimental data. Determination 
of 1; can be donc by making use of the fact that 
molar volumes of the gas and liquid phases 
bccome almost equal for the critical conditions. 
Accordingly, 1; is expressed as function of \'r, the 
ratio of the molar volume of the gas (vc) the 
molar volume of the coexistent liquid (vL): 

VG 
Vr=

VL 
(2) 

where vc and l'L are calculated with the classical· -
SRK EOS (/; = 0). 

A threshold function has been used to describe 
the dependence of the 1; parameter to vr: 

( 
1 ) (3a) Ç =exp -2 (1.05- Vr)2 for Vr > 1.05 

1; = LO for Vr < 1.05 (3b) 
Best-fitting k'/f BIP have been determined in a 

previous study in the non-critical region (Thiéry 
et al., 1994) from experimental data of the binary 
systems CH4-N2, C02-N2 and C02-CH4 (Al
Sahhaf et al., 1983; Arai et al., 1971; Chang & 
Lu, 1967; Cines et al., 1953; Davalos et al., 
1976; Hwang et al., 1976; Kidnay et al., 1985; 
Mraw et al., 1978; Muirbrook & Prausnitz, 1965; 
Neumann & Walch, 1968; Parrish & Hiza, 1974; 
Somait & Kidnay, 1978; Stryjek et al., 1974; 
Zenner & Dana, 1963). The k'/,)j values have been 
set to zero, and the k:!)j values are temperature 
independent (Table 1). 

Optimum kij BIP have been detem1ined along 
the critical locus curve for the C02-N2 and the 
C02-CH4 systems from available experimental 
data (Al-Sahhaf et al., 1983; A rai et al.. 1971; 
Davalos et al., 1976; Krichevskii et al., 1962; 
Mraw et al., 1978; Muirbrook & Prausnitz, 1965; 
Zenner & Dana, 1963). Slight discrepancies have 
been recognized between the data of Arai et al. 
(1971) and other data (Krichevskii et al., 1962; 
Zenner & Dana, 1963). The C02 mole fraction 
of the cri ti cal points given by Arai et al. ( 1971) 
is ovcrestimated by 2-3 percent. Arai 's experi
mental data of critical points were obtained by 

Les systèmes eau-gaz-sels 64 



758 R. Thiéry, A. M. Van Den Kcrkhof, J. Dubcssy 

Table 1 : parameters used for the calculations of BIP. 

i-j C02 -CH4 C02 -N2 CH4 -N2 

k:V 0.1 -0.035 0.03 

k~, 0.0 0.0 0.0 

e< 
•.iJ 0.06 -0.13 0.03 

k;~;l -0.10 -0.08 0.0 

T.,iJ(K) 255 235 

O'•.iJ (K) 15 15 

T,.,;J (K) 255 235 

O'b u (K) 5 15 

extrapolation of their hubble and dcw points 
measuremcnts, but as cxplained below, their 
mcthod is not accurate enough for measuring 
dcw points. Conscqucntly, the C02 contents of 
their dcw point data are ovcrestimated whcn 
comparcd to other published experimental data. 
For this reason Arai's experimental data of criti
cal points have not becn takcn into account for 
the fitting of f..:ij BIP along the critical curvc. 
Critical data obtaincd from fluid inclusion data 
could be a help for the construction of the critical 
cunie, but most data arc not accurate enough for 
the present calculations. Diamond (1986) noticcd 

T=-3.15°C 
P=96.3 bar 

+ Somait & Kidnay (1978) 
...... SRKEOS 
- modified SRK EOS 
e L=G 

0.4 

similar discrepancics by comparing Arai's data 
of critical points with his data from C02-N2 fluid 
inclusions, showing critical homogcniz.ation, for 
which both Raman-spectroscopie and microther
mometric analyses are available. Howevcr, mi
crothermometry and reviscd Raman data of Van 
den Kerkhof (1988) for cxperimentally produced 
fluid inclusions give two additional critical loci 
at 2·c (XN2 = 0.25) and at -s1·c (XN2 = 0.44). 
Thcse data show somcwhat highcr C02 contents 
compared to Arai el al. (1971 ). 

Bettcr agreement of the mode! with experi
mental data of critical loci is achicved whcn non
zero values for the J.:'b.ij paramctcrs are takcn. 
Moreovcr, l..~,ij and k'b,ij BIP are temperature-de
pendent and strongly correlated. At low tempera
tures, l..~.ij and kf,ij values tend to converge to the 
values of .t-:;)j and k&)j· Towards the critical 
temperature of C02, l..~,;j and 1..-'b,;j BIP bccome 
constant , dcnoted as /fa~ij and k'b:ij rcspectivcly. By __ 
taking into account these considerations, the fol
lowing cmpirical relations for l..~.ij and 1..-'b,;j BIP 
arc proposed: 

k.cc,_ + •.ne.. k.cc, __ k.nc.. .,. _..,.. .. 
k.c _ a.11 KaJI a.11 a,11 h (~ ) (4a) 
a,ij- 2 + 2 tan -· 

fJa,IJ 

k'b--= J.."b:ii+ I...Z}; + J.."b:ii- k&5; tanh (T-Tb,ij) (4b) 
~ 2 2 ~~ 

Values of paramcters of these relations arc givcn 
in Table 1. 

This mode! has becn uscd for gas-liquid equi
libria calculations with .the Assclineau el al. 

Fig. 3. Isothem1al and isobaric LG immiscibility curve in the temary C02-CH4-N2 system: comparison of the 
models with experimental data. 
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Fig. 4. SLG stability curve calculatcd with the modified 
SRK EOS 
(a) PT diagram in the C02-CI-ù system. The SLG curve 
delimits the SL stability field from the SG stability re
gion. SL isoplcths and SG isopleths have been calcu
lated for different methane compositions. 
(b) TX diagram in the C02-N2 system. The SLG stabil
ity arca is calculated with the Heyen EOS (dotted line) 
and with our model (solid line). TI1e L = G critical curve 
calculatcd by our modcl is rcprescntcd by the dashcd 
line. The Q point obtained with our mode! is in fair 
agreement with the estimation of Van den Kcrkhof 
(1990), using synthetic fluid inclusions. 

( 1979) algorithm. The improvcmcnts for the 
C02-N2 and the C02-CH4 systems arc shown in 
Fig. 2. In contrast to the classical SRK EOS, the 
pressure is no more overestimated and the com
positions in the critical and retrograde condensa
tion regions arc rcproduccd bcttcr. Cubic EOS 
can be used for liquid-Iiquid and Iiquid-liquid-
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gas immiscibility calculations in "simple" cases 
(for example, methanc-n-hexanc mixture, 
Vidal, 1984) and have also becn used for the sys
tems invcstigatcd in this work. The mode) has 
becn also applied to the tcmary system. A com
parison bctween the predicted values and the ex
perimental data of Somait et al. (1978) shows 
fairly good agreement (Fig. 3). 

Modelling of phase equilibria involving a C02 
solid phase 

In order to apply the SRK EOS to SLG, SL 
and SG equilibria, an expression of the fugacity 
of C02 in the C02 solid phase must be derived 
as a function of pressure and temperature. 
Smoothed pressure-temperature data of the sub
limation curvc of the C02 system, reported by 
Angus et al. (1976) have been converted in fu
gacity values with the SRK EOS. Obtained fu
gacity fc!o2 values have been fitted by the follow
ing expression : 

lnfto2 = 13.08053-0.0047478 (T- 216.58) -

( 1 1 ) Pvs (5) 
3250•44 T- 216.58 + RT 

where Vs denotes the molar volume of C02 solid 
phase (vs = 28.7552 cm3/mole, Angus et al., 
1976). Contrary to the mode! developed by 
Heyen (Darimont & Heyen, 1988; Heyen et al., 
1982), the pressure dependence of fc!o 2 is taken 
into account as high pressures can be reached (up 
to 200 bars) for the C02-N2 system . 

The SRK EOS predicts the saturation curve of 
pure C02 with 1-2 % accuracy (Thiéry et al., 
1994); but in the vicinity of the C02 triple point 
(T = 216.58 K = -56.5TC, P = 5.185 bars), 
higher accuracy of the SRK EOS is required. 
Otherwise, like the Heyen EOS, the temperature 
of the triple point would be overestimated by a 
few tenths of a degree. Therefore, the depende nee 
of the aco2 parameter with temperature has bccn 
moditïed as follows : 
forT> 216.58 K 

aco2 (1) = T-216.58 
0.999404 a~g;·e (1) exp (-10 

216
_
58 

) 
(6a) 

for T < 216.58 K 

aco2 (T) = 0.999404 af:c:g~·e (T) (6b) 

where af:c:g~·e (T) is the ac02 parameter calculated 
by the relation given by Soave ( 1972). 

The modification does not alter the quality of 
the mode! for predicting liquid-gas equilibria. 
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Fig. 5. Projections of the LG isothcrms in 1·X diagrams, calculatcd at -20'C, o·c and 15'C including the experi
mental data (Angus el al., 1976; Arai el al., 1971). (a and b) C02-CI-i4 system; (c and d) C02-N2 system. 

Results givcn by our mode! for SLG and SG are 
in good agreement with experimental data 
(Agrawal & Lavcm1an, 1974; Davis et al., 1962; 
Donnelly & Katz, 1954) for the C02-CH4 system 
(Fig. 4a). For the C02-N2 system, experimental 
SLG data are not availablc. Howcvcr, Van den 
Kcrkhof (1990) detem1incd the intersection point 
of the critical and solid-liquid-gas curvcs (SL = G) 
at a temperature of -61.2"C and XN2 around 0.47, 
using synthctic tluid inclusions. Thesc values arc 
in good agreement with our mode! (-6l.I"C, XN2 
= 0.55) as shown in a TX diagram (Fig. 4b). This 
temperature must also correspond to the lowcst 
possible co2 mclting temperature in the system 
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C02-N2 and could be confirmcd by the evalua
tion of microthcrmomctry data. In comparison, 
the Hcycn EOS (Darimont & Heycn, 1988) pro
duces a lower minimum C02 melting tempera
turc of -70"C. 

Molar volume modclling 

The Lcc-Kcslcr (LK) correlation (Lee & 
Kcslcr, 1975) has becn uscd for calculating the 
molar volume of tluids from their PTX proper
ties. However, the original Lce-Kcslcr mixing 
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S2) and may show mctastablc LG homogcnization below melting. Inclusions plotting outsidc the shadcd arca are 
classilied as "H-type". Inclusions plotiing below the critical curve (L = G) homogcnize to liquid, above the critical 
curve to gas. Inclusions betwccn the curvc dcnotcd as CC2 (sccond-ordcr critical curvc) and L = G show (LG ~ 
G) homogcnization to gas at highcr temperature than critical for givcn composition as a consequence of retrograde 
condensation. Most common phase transition sequences arc indicatcd by 1-!2, H3, H4 and S2 (sec tcxt). The type 
boundaries arc givcn by linc 2 (H2-H3), line 3 (H2-H4), and line 4 (H3-H4). Line 1 (in both diagrams) indicatcs 
lill degrees of 10% liquid: the liquid phase in inclusions plotting above thesc !ines can normally not be observed 
in fluid inclusions duc to optical restrictions. Similarly, line 5 indicates lill degrees of 1 % for SG equilibria: the 
solid phase cannot be observcd abovc this linc. Inclusions plotting !cft of line 6 show complcx "S-type" behaviour 
(SI, S2 and S3). Linc signatures for the phase transitions are the following: thin solid !ines= homogcnization (LG 
~ L or G); dashed-dotted !ines = final mclting {SLG ~ LG); dashcd-doublc dotted !ines = initial melting (SG ~ 
SLG), bubblc nuclcation (SL ~ SLG) or partial homogcnization (SLG ~ SG or SLG ~ SL). 
Following inclusions arc given as an examplc for the system C02-CH4: (A) Type H2: Tm = -62SC, Th(L) = 
-zo·c; (A') Type H3: the samc Th and Tm as inclusion A, but LG homogcnization to the gas phase and initial 
mclting can be observed at -63.5"C. In the system C02-N2: {8) Type H4: Tm= -58.6·c and Th(L) = -3'C. As 8 
plots above the SL = G linc, partial homogcnization will be to the gas phase (SLG ~ SG) and cxpccted around 
-153·c (linc not shown). Temperature difference betwecn initial and final mclting is very small and !ines for Ti 
are omittcd herc; (8') Type H4: Inclusion showing the same Th and Tm as inclusion 8, but homogenization to the 
gas phase; (8") Type lB: inclusion showing homogcnization to gas phase at the same temperature as for inclusion 
8', but melting temperature is highcr (-57.8.C). 

rules have been slightly modified by introducing 
a new interaction parameter Ùij in the calculation 
of the pseudo-critical temperature of the mixture 
(Thiéry et al., 1994). This modification was sug
gested in order to improve the accuracy of molar 
volumes calculations in the critical region. Values 
of Ù;j are the following : ù C02 - N2 = -0.08, 
ù COz - CH4 = 0.02. As shown by Thiéry et al. 
(1 994 ), the Lee-Kesler correlation gives accurate 
results for the molar volumes of saturated liquids 

and vapours of pure C02, CH4 and Nz (Angus et 
al., 1976, 1978, 1979), except for conditions very 
near the critical point. For the binary C02-CH4 
and C02-N2 systems, the only available PvTX 
data are th ose of A rai et al. (1971 ). Fair agree
ment is obtained between the present mode! and 
the experimental data (A rai et al., 1971) of mol ar 
volumes of saturated liquids (Fig. Sa, Sb, Sc and 
Sd), but the mode! seems to overestimate the 
molar volumes of saturated vapour. As it is not 
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Fig. 7. vX diagrams calculated for the C02·CH4 system, (a) for high molar volumes (1• < 600'Cm~/mole), (b) for 
intennediate molar volumes (v< IOOcm3/mole), (c) for low molar volumes (v< 70cm3/molc). The L = G critical 
curvcs have to be smoothed, as values givcn by our mode! show local maxima and minima, which arc not realistic. 
It is worth noting (sec Fig. 5b) that molar volumes of critical lluids arc very sensible to ali parametcrs PTX. 
Mctastablc liquid-liquid and liquid-liquid-gas phase transitions arc shown in Fig. 7b and will be explained furthcr. 
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possible to compare with other experimental 
data, it is uscful to look in more detail at the 
experimental mcthod. Arai et al. (1971) used the 
de;w and hubble point apparatus with a glass 
equilibrium ccli, in which a gaseous mixture of 
known composition was compressed through the 
dew point and the hubble point by adding mer
cury to a fixed volume. Dew and hubble points 
were observed visually and also determined by 
discontinuities of pressure and volume data. This 
method is accurate for determining hubble points, 
as the disappearance of the last hubble in the ccli 
is visible and marked by a rapid change of the 
pressure-volume slope. However, for the dew 
points, the change of the slope is much Jess evi
dent, and it is difficult to observe the disappear
ance of the thin film of liquid on the surface of 
the equilibrium ccli. Thcrcforc, at the timc the 
dew point measurements were donc, a small 
amount of liquid may still have been present. 
This must be the reason why measurements of 
the C02 composition of the dew points of Arai 
et al. (1971) are systematically overestimated by 
2-4 %, when compared to other experimental 
data (AI-Sahhaf et al., 1983; Davalos et al., 1976; 
Muirbrook & Prausnitz, 1965; Somait & Kidnay, 

1978; Zenncr & Dana, 1963). Conscquently, 
molar volumes of the gas phase givcn by Arai et 
al. (1971) are assumed to be undcrcstimated by 
up to 30 cm3fmole. 

Application to fluid inclusions 

The vX diagrams 

The determination of molar volume and com
position is one of the principal steps in fluid
inclusion studies. vX phase diagrams are most 
useful for the interpretation of microthcrmometry 
and Raman analysis of binary fluid inclusions. 
The use of vX diagrams for the detem1ination of 
molar volume and composition is illustrated in 
Fig. 6. Calculated vX diagrams arc given for the 
C02-CH4 system in Fig. 7 and for the C02-N2 
system in Fig. 8. Fluid inclusions bchave as con
stant molar volume and composition systems. 
Consequcntly, a fluid inclusion is reprcscnted as 
a fixed point in the relevant vX diagram. 

The stability curve of a SLG phase assemblage 
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(cf. Fig. 1 and 4) splits into three parts in a l'X 
diagram: the L(SG) curve, the G(SL) curve and 
the S point. As shown by the phase rule, a three
phase association in a binary system is invariant 
for a given temperature, i.e., ali intensive proper
ties (and, thus vX properties) of the coexisting 
phases are fixed. Hence, a fluid inclusion con
taining a SLG assemblage is defined in a vX di
agram by a point located inside the triangle 
shaped by the three apices describing the vX 
properties of the liquid, gas and sol id phases. The 
relative position of the fluid inclusion point in
side this triangle is a function of the volume per
centages of the coexisting phases. When one of 
the three phases disappears on changing tempera
ture, the fluid inclusion point must be located on 
the tie-line connecting the two remaining phases. 
For example, if wc observe a phase transition like 
SLG ~ LG (final melting) at temperature Tm, 
the fluid inclusion point must plot on the tie-line 
joining the points, which define the v X properties 
of the liquid and gas phases, i.e. L(SG, T = Tm) 
and G(SL, T = Tm) respectively, at the disappear
ance of the last co2 crystal. The same rule can 
be similarly applied for other phase transition 
types like initial melting (SG ~ SLG, SL ~ 
SLG) and partial homogenization (SLG ~ SG, 
SLG ~ SL). 

The variance of a two-phase assemblage for a 
giv<:n temperature is equal to one. The intensive 
properties of both phases are not defined, unless 
one extra parameter is given. In other words, the 
v X properties of each of the coexisting phases are 
represented by a curve at a given temperature in 
a vX diagram. This is the case for LG assem
blages, which are described for any temperature 
by a set of tie-lines connecting two vX points on 
L(G) and G(L) curves. For SL and SG assem
blages, one isothem1al curves degenerates into a 
point, as the vX properties of the C02 sol id phase 
are fixed. When one of the two coexisting phases 
disappears, the fluid inclusion point must be sit
uated on the curve describing the vX properties 
of the remaining phase at that temperature. For 
example, for the phase transition LG ~ L at 
temperature Th, the fluid inclusion point neces
sarily plots on the isothennal L(G, T = Th) curve, 
for LG ~ G on the isothem1al G(L, T = Th) 
curve. G(L) isothem1s exhibit a minimum in C02 
concentration; this point is called "critical point 
of the second order" (Van den Kerkhof, 1988) or 
"cricondenthenn" (Asselineau et al., 1979; King, 
1969). LG assemblages with gas homogeniza
tions between the critical point and the "critical 
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point of the second ordcr" arc typified by "retro
grade condensation". The implication of retro
grade condensation for fluid inclusions is that for 
given compositions, homogenizations (to gas) are 
observed at higher temperatures than the critical 
temperature of the same isoplcth (Fig. 6). For 
exainple, C02-N2 inclusions with 25% N2, homo
genize critically at around 7"C, but homogeniza
tions to gas can be found as high as about 12"C 
(Van den Kerkhof, 1988). TI1is effect is particu
larly valid for the system C02-N2, where the field 
of retrograde condensation extends to lowcr 
molar volumes. Two fluid inclusions of the same 
composition and the same homogcnization 
temperature to gas may have different molar 
volumes and can be distinguished by different 
mclting temperatures. For example, C02-N2 fluid 
inclusion with 25 % N2 and homogenizing at 
1 o·c in the retrograde condensation field would 
show melting of co2 at -58.4·c. whereas co2-
solid would melt at -57.6·c for fluid inclusions 
homogcnizing outside the retrograde condensa
tion field. 

The molar volume and compositions of fluid 
inclusions entirely dctem1ines the sequence of 
phase transitions observcd during cooling runs. 
Van den Kerkhof (1988, 1990) proposed to dis
tinguish bctwecn two main types of phase be
haviour in C02-CH4-N2 inclusions, namely inclu
sions showing LG-homogcnization ("H-type") 
and inclusions showing SG or SL-homogeniza
tion ("S-type", sublimation) as the final phase 
transition. The number of possible phase transi
tions may vary from 1 to 4 for both types, but 
the ordcr of phase transitions is al ways the same 
i.e. SLG -7 (SL or SG) ~ SLG ~ LG ~ (L or 
G) for "H-typc" inclusions and SLG ~ SL ~ 
SLG -7 (SL or SG) ~ (L or G) for "S-typc" 
inclusions. Type and numbcr of phase transitions 
arc indicative for vX prope11ics of fluid inclu
sions. Ail phase transitions can be read from the 
present diagrams. For cxample for a "H-typc" in
clusion showing four phase transitions (H4) the 
tic-li nes for partial homogcnization (SL ~ SLG), 
initial mclting (SLG -7 SL), final mclting (SLG 
~ LG) and the homogcnization-tempcraturc 
L(G) isothcnn should intcrsect in one point in the 
v X diagram. The vX propertics of fluid inclusions 
can be obtained from two phase transitions, 
which arc not necessarily homogenization and 
final mclting only. Partial homogcnization (SLG 
-7 SL or SLG -7 SG) may give more aceuratc 
interpretations e.g. if mclting temperatures arc 
difficult to measurc likc in C02-N2 mixtures. 
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Contrary to the system C02·CH4, the range of 
C02 melting temperatures for the system C02-N2 
(between -56.6 and -61'C) is small and the differ
ence bctween initial (SLG ~ SG.or SLG ~ SL) 
and final melting (SLG ~ LG) is only on the 
order of tenth of a degree. Therefore highest ac
curacy of melting temperature measurements is 
required in order to detem1ine vX properties from 
microthermometry data only (without additional 
Raman analysis). For inclusions containing addi
tional water this will be difficult and sometimes 
impossible as the gas phase will be cnriched in 
CH4 and N2 by the formation of clathrate hy
drates at low temperatures (Seitz et al., 1987). On 
the other hand, clathrate hydrates in lluid inclu
sions may show a stability maximum during 
cooling (Murphy & Roberts, in press) and 
decompose on cooling to very low temperatures 
(and at _low pressures). 

The evolution of degree of fill of fluid inclu
sions homogcnizing at the same temperature 

Our mode! has been applied to simulate the 
variation of the degree of fill of C02-CH4 lluid 
inclusions. An example is given for lluid inclu
sions homogenizing either to liquid or to gas at 
-3.15'C and with compositions ranging from pure 
C02 up to critical C02-CH4 mixture (Fig. 9). lt 
can be seen that the variation of the degree of fiJI 
is small at temperatures weil bclow the homogen
ization point. Retrograde condensation behaviour 
can be diagnosed for lluid inclusions with signif
icant higher degrees of Jiquid fiJI than lluid in
clusions of the same composition with much 
lower degrees of fill. For example, two C02-CH4 
lluid inclusions with the same composition of 34% 
CH4 and the same Th(G) at -3.l5"C have strongly 
different fill degrees (around the melting point) 
of 0.43 and 0.11 volume percent of liquid. In 
practice, homogenization to gas can be observed 
only when degrees of fill are higher than 0.1. 
That means thal observed gas homogenizations 
normally present lluids typified by "retrograde 
condensation", as gas homogenizations of "nor
mal" lluids can only be observed with difficulty. 

The liquid-liquid-gas immiscibility 

In the system C02-CH4-N2 immiscibility of 
the liquid phase in lluid inclusions has been re
ccntly obscrved for the metastable, undcrcooled 

liquid and shows evidence for the existence of a 
liquid immiscibility gap (L1L2) besides LG im
miscibility (G = CH4-N2-rich gas; L2 = C02-rich 
liquid; L1 = CH4-rich liquid) (Berdnikov, 1987; 
Van den Kerkhof et al., 1993). Metastable phase 
transitions in lluid inclusions (Fig. 10) occur on 
cooling below mel ting, but at higher temperatures 
than solid nucleation, normally between -Il 0 
and -80'C. Just before the freezing point, but 
always below -92'C, liquid immiscibility is evi
dent from the L1L2G or L1L2 phase assemblages. 
In the case of no liquid immiscibility, L1G per
sists down to the freezing point. Subsequent 
warming results in a combination of the follow
ing metastable phase transitions (Fig. 1 Oa): (l) 
liquid homogenization at -95 ± 2'C by the disap
pearance of the outer meniscus (L1L2G ~ LJG); 
(2) simple liquid homogenization (L1L2 ~ L); 
(3) rare LJG-homogenization by first disappear
ance of the inner meniscus (LJ L2G ~ L1L2) and
(4) liquid-gas homogenization (L1G ~ LJ). Van 
den Kerkhof et al. (1993) observed combined 
phase transitions (1) + (4), (2), and (3) + (2) for 
inclusions of about the sa me composition and re-

llomocenization lo 
•·apour al -3.1S'C 

0.0 0.2 0.4 

Jlomogenizalion to 
liquid at -3.1S'C 

0.6 0.8 1.0 

Degree of fiJI 

Fig. 9. Evolution of the volume fraction of the liquid 
upon cooling, for C02-CH4 Ouid inclusions homogen
izing at -3.15'C eithcr to liquid orto gas, and for com
position ranging from pure C02 up to critical C02-CH4 
composition. Note difference in degree of lill for two 
nuids homogenizing to gas at -3.15'C with the same 
composition, but different molar volume. 
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spective lower molar volume. Simple liquid ho
mogenization is optically similar to.LG -tG ho
mogenization. The L1L2G phase assemblage can 
be calculated for the binary system C02-CH4 
with our EOS. However, as liquid-liquid-gas 
phase assemblages have never been observed in 
binary C02-CH4 fluid inclusions, this phenome
nom was believed to be more common for ter
nary C02-CH4-N2 fluids. Therefore, our mode! 
has been applied in order to investigate the vTx 
conditions of the liquid-Iiquid-gas phase assem
blages also for temary mixtures. Fluid inclusion 
data and calculated liquid-liquid-gas isotherms at 
-103"C, -93·c and -83·c are shown in a temary 
C02-CH4-N2 diagram (Fig. Il). lt can be seen 

COOLING 
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that metastable liquid-liquid-gas immiscibility 
occurs below -83"C. The immiscibility arca 
strongly expands to lower temperatures and also 
covers the C02-CH4 system below · -9o·c. 
Moreover, at a givcn temperature and with in
crcasing N2 content, the CH4-rich liquid (LJ) 
curve meets the gas curve at a critical point (L2L1 
= G), and a continuous line joins the (LI = L2) 
critical point to the (L = G) critical point of the 
C02-N2 mixture. 

Discussion 

The present phase diagrams show differences 
with the existing diagrams which not only affect 
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Fig. 10. (a) Phase transitions with liquid 
immiscibility obscrvcd in C02-CH4-N2 
fluid inclusions (Van den Kcrkhof ct al .• 
1993). Immiscibilitics of the undcrcoolcd 
liquid (at highcr temperature than solid 
nuclcation) rcsults in (A) LtG, (B) L1L2G 
or (C) L1L2 phase assemblages. On sub
sequent warming, LL homogcnization is 
obscrvcd around -95"C, bcforc LG homo
gcnization, or more rare! y (v < 42 
cm3/molc) LG homogcnization bcfore LL 
homogcnization. Phase transitions 
sequences obscrvcd on warming the 
"frozcn" inclusions (SLG) arc typified as 
H2, H4, or 52 (sec text).(b) Interpretations 
of metastable phase transitions in a v X di
agram for a pseudo-binary mixture C02· 
(CH4 ± N2). Thick solid !ines : univariant 
thrcc-phasc curvcs : L(SG), G(SL), 
Lt<L2G), L2(LtG) and G(LtL2). Thick gray 
tines : critical curvcs Lt = L2 and L = G. 
Thin solid !ines : mctastable isotherm 
mL(G) at -102'C, isothcm1s L2(L1) and 
Lt(L2) at -95"C. Thin solid !ines: tic-lincs 
L2G(Ll), LIG(L2) and LIL2(G) at 
-102'C. Dottcd line : the tic-linc GLt = L2 
connccting the gas and the liquid (fillcd 
circlcs) at the critical end-point GLt = L2. 
Fillcd squares : relative positions of fluids 
inclusions A, B and C. 
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0 Kerkhof ct al. (1993) 

Fig. 11. Projection of the liquid-liquid-gas isotherms at -83.15"C, -93.15·c. -103.1 S"C and plotted measurement 
data from Van den Kerkhof et al. (1993) in the temary C02-CH4-N2 polybaric diagram. Tie-Jines for different 
compositions in the temary system have bcen calculated by graphical determination of the intersection of L1L2 
isotherms with L1G isotherms calculated by the SRK EOS. Only the L1L2(G) and L1G(L2) tie-lines calculated at 
-93.15"C are shown here. Liquid-liquid-gas isotherms have bcen drawn by hand. L1(L2G) isotherms meet the 
G(L1L2) isothcrms with increasing N2 content. The calculated L = G critical curve at -83.15'C joins theL= G 
critical point of the C02-N2 mixture to the GL1 = L2 critical point of the C02-CH4-N2 mixture. 

the accuracy, but also the topology in sorne parts. 
Comparison with vX diagrams calculated by 
using the Heyen EOS (Darimont & Heyen, 1988; 
Heyen et al., 1982) shows thal our mode! signif
icantly improves the accuracy of molar volume 
of the gas phase which was systematically under
estimated by the Heyen EOS. This means that the 
internai pressure of a C02-CH4 or C02-N2 gas 
phase is overestimated using the vX diagrams of 
Heyen et al. (1982) and Darimont & Heyen 
(1988). Comparison with the diagram given by 
Herskowitz & Kisch (1984) as calculated with 
the Peng-Robinson EOS (Peng & Robinson, 
1976) shows major differences in the 0.6 
< XCH4 < O. 7 and 44 cm3Jmole < v < 50 
cm3Jmole regions. Contrary to our diagram, the 
L(S) isothem1s in the vX diagram given by Her
skowitz & Kisch (1984) are partly metastable and 
run above the L(SG) curve e.g. for the -7o·c 
isotherm. This behaviour is not possible from a 
topological point of view and is not predicted by 
our mode!. According to our calculations, the 
L(S) isothenns must always end on the thrce-
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phase curve. Furthem10re, L(S) isothem1s for 
temperatures below -65"C are highly indicative 
for molar volume. The vX diagram of Hcrskowitz 
& Kisch (1984) also shows a higher molar 
volume maximum of the L(SG) than our diagram 
(64 instead of 58.5 cm3Jmole). This must have 
consequences for the interpretation of microther
mometry data, notably for some of the "S2-type" 
: our diagram gives systematically higher molar 
volumes, for partial homogcnization tempera
tures above -10o·c and lower molar volumes 
(v < 50 cm3Jmole) below -10o·c. On the other 
hand, compositions obtained from microther
mometry data are in good agreement for the CH4-
rich part in both diagrams and also with Raman 
analysis. By using the diagram of Herskowitz & 
Kisch (1984), Kisch & Van den Kerkhof (1991) 
found somewhat too high trapping pressures for 
the highest-density inclusions by isochore ex
trapolation. Our diagram would have given 
somewhat lower trapping pressures for these in
clusions. The SL(G) tie-lines conneeting solid 
and liquid at the thrce-phase equilibria partly run 
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above the L(SG) for the system COz-CH4. Thcse 
Iines in part coïncide for different temperatures 
and fluid inclusions points plotting on these tie
lines present both partial homogenization (SLG 
~ SL) and "initial melting" by appcarance of a 
gas bubble (SL ~ SLG). This phase behaviour 
is typical for CH4-rich inclusions of "type H4" 
and has been frequently observed in fluid inclu
sions, notably in retrograde granulite rocks (Van 
den Kcrkhof et al., 1991, 1993). For binary COz
CH4 mixtures, this type of phase behaviour is 
Iimited to compositions of 24-85 mole% CH4 and 
molar volumes of 38-63 cm3fmole, according to 
Herskowitz & Kisch (1984). The present mode! 
predicts much more limitcd ranges: 44-81 % CH4 
and 44-56 cm3/mole. On the other hand, both ob
servations and the mode! show thal the H4 be
haviour is strongly favoured with incrcasing N2 
contents. 

Conclusion 

vX propertics of C02-CH4 and C02-N2 fluids 
for the complete ranges of composition and 
molar volumes have bcen calculated. The mode! 
shows good agreement with experimental data. 
The result has been obtained by using two thcr
modynamie models, namely the SRK and the LK 
EOS. In particular, better accuracies in the ranges 
of near-critical fluids have been obtained. Differ
ent projections of phase diagrams were con
structed and appeared to prcdict weil the complcx 
phase behaviour as observed in fluid inclusions 
in the absence of water. Wc be lieve thal, by using 
our mode), molar volumes and compositions can 
be obtained with good accuracy from microther
mometry and Raman data. 

It is also possible to apply our modclto temary 
mixtures of the system C02-CH4-N2. Calcula
lions on v X propertics of this system will be donc 
in the future. Howevcr, the rcsults cannot be pre
sentcd in simple phase diagrams. The conditions 
of the occurrence of the Jiquid-Jiquid-gas immis
cibility at low temperatures have bccn discusscd 
and calculated with our mode!; but it is fclt that 
more basic experimental data are needcd. The 
mode! prcscnted here in this work will also be 
coupled with the mode! of mixcd gas clathrates 
(Dubessy et al., 1992) for the calculation of ali 
phase transitions in the C02-CH4-N2-l·hO-NaCI 
system. 
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CHAPITRE3 

Les équilibres 
de phases fluides 

du système ion-dipôle 
par un modèle MSA. 

Le diagramme de phase global. 
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Résumé 

Dans les solutions aqueuses salées, les interactions ion-ion, ion-dipôle et dipôle

dipôle jouent certainement un rôle prédominant par rapport aux autres types 

d'interactions moléculaires (forces de dispersion, d'induction, ... ). De cette constatation 

provient notre intérêt porté pour les modèles thermodynamiques des fluides théoriques 

composés d'ions et de dipôles. Les calculs des propriétés thermodynamiques des fluides 

ion-dipôle ont déjà fait l'objet de nombreux travaux en mécanique statistique. C'est un de 

ces modèles, le modèle ion-dipôle développé sur la base de la "Mean Spherical 

Approximation" (MSA), qui est décrit dans ce chapitre. La "Mean Spherical 

Approximation" (ou "Approximation en champ sphérique moyen") est en effet une 

théorie, permettant de calculer les propriétés thermodynamiques d'un fluide à partir de 

ses potentiels moléculaires. L'équation d'état MSA du système ion-dipôle est donc 

seulement fonction de paramètres, qui ont tous une signification physique. Ces 

paramètres sont le moment dipolaire, la taille des ions, la taille des dipôles, la valence et 

la charge des ions. Le but de ce chapitre est l'étude de l'influence de ces paramètres sur la 

topologie des diagrammes de phases. Plusieurs diagrammes de phases caractéristiques 

sont calculés. La synthèse des résultats est représentée sous la forme d'un diagramme de 

phase global. Cette étude nous servira dans le chapitre suivant pour le choix des 

paramètres à utiliser pour une équation d'état dans le système H20-NaCL 

Référence. 

Thiéry, R., Lvov, S.N., et Dubessy, J. (soumis à J. Chem. Phys.) A global 

phase diagram for the lon-Dipole model in the Mean Spherical Approximation. 
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ABSTRACT 

This work is a theoretical study of electrolyte solutions by using the mean spherical 

approximation of the ion-dipole mixture. Binary dipolar solvent-salt mixtures are modelled 

as mixtures of hard spheres, that interact between each other by means of Coulombic and 

di polar forces. The topology of phase diagrams, including saturation curves, criticallines, 

liquid-liquid-gas curves, and azeotropic lines have been determined and classified 

according to the nomenclature of van Konynenburg and Scott, as a function of physical 

parameters, such as the dipolar moment, the ionie valence and the size of dipolar and ionie 

spheres. The different system types have been mapped accurately onto a two-dimensional 

global phase diagram in the space of two dimensionless parameters, called respective! y a 1 

and a2. The a1 parameter is related to the ratio of the intensity of the dipolar field to the 

electrostatic field produced by the ions, whereas the a2 parameter is the ratio of the di pole 

diameter to the ion diameter. For mixtures of equal-sized ions and dipoles, the following 

sequence of phase diagrams has been recognized with increasing a 1 parameter: type III, 

type Ulm, type IV, type II, type II with double azeotropy, type IV with double azeotropy 

and type III-HA. The a2 parameter is shown to have a major influence on the topology of 
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phase diagrams. For low a 1 values (below 0.1 ), the decrease of the a2 parame ter 

en han ces the miscibility of both components and leads to the stretching of the cri ti cal curve 

between the critical points of both components, whereas for high a1 values (above 0.3), a 

decrease of the a2 parameter reduces the miscibility of both components and leads to the 

development of gas-gas equilibria, double azeotropy and heteroazeotropy. 
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INTRODUCTION 

Theoretical studies about the topology of fluid phase equilibria have proven to be 

very useful for deciphering the cornplex fluid phase relations observed in rnulticornponent 

systems 1. Indeed, whereas the phase diagrarn of a one-cornponent system is very simple, 

at least eight different types of phase diagrarns have already been observed for binary 

systems 1. Mixtures containing three or more cornponents appear to be incredibly mu ch 

more cornplex1,2. Many studies have established that equations of state (BOS) are able to 

generate the different kinds of fluid phase equilibria (liquid-vapour, liquid-liquid, gas-gas 

and liquid-liquid-gas). The first pioneering work of this type was the study of van 

Konynenburg and Scott3.4, who have shown that a simple BOS as the van der Waals BOS 

can reproduce qualitatively the major types of phase diagrarns of binary fluids. A 

classification was proposed and is now currently used as a basis for describing the 

different kinds of phase diagrarns in binary systems. The influence of the two pararneters 

of the van der Waals BOS on the phase topology could be conveniently visualized on a 

diagrarn, called a global phase diagrarn. Such a diagrarn shows the different fields of 

occurence of the kinds of phase diagrarns as a function of the van der Waals a and b 

pararneters. Moreover, such a study showed how a type of phase diagrarn can be 

generated from another type by a continuous variation of one of the rnodel pararneter. 

Sin ce the work of van Konynenburg and Scott3.4, numero us studies have been carried out 

on other more realistic equations of state5-13. But, up to now, these studies have been 

focused on equations of state, that are only appropriate for mixtures of nonelectrolytes. 

Obviously, the rnodelling of mixtures containing electrolytes is by far a rnuch more 

difficult problern. Despite the overwhelrning role of these fluids into biological, 

geochernical and industrial processes, theoretical therrnodynarnic rnodels have not been 

investigated far enough for electrolyte solutions. A solution to a problern can only be 

approached after using sorne simplifications. One of the first widely used simplification 

leads to the so-called "primitive" rnodels of electrolyte solutions. In these rnodels, the 

solutions are represented by a system of charged spheres (the ions) ernbedded in a 

continuous dielectric continuum (the solvent). However, the ion-solvent and solvent-
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solvent interactions are not specifically taken into account, and the dependence of the 

dielectric constant with the ionie concentration is neglected. Thus, the deficiencies of the 

primitive models can only be treated on an empirical way. For this reason, primitive 

models cannot be applied over large range of pressure, temperature and composition. On 

the contrary, in "non-primitive" models, the solvent is represented by spheres with a 

permanent point dipole. Such an approach is clearly more difficult, but recent advances in 

statistical mechanics and computer simulation have provided the tools for estimating the 

thermodynamic properties, dielectric constant and pair correlation functions of the ion

dipole mixture. Thus, severa! theoretical non-primitive models have been recently 

developped. One of these theories is the Mean Spherical Approximation (MSA), that has 

been developed in a series of papersl4-24. During the past years, the MSA has gained 

renewed interests, as it provides an analytical solution for the thermodynarnic properties of 

ion-dipole mixtures. Contrary to other approximations, such as the hypernetted chain 

correlation, the MSA can be calculated analytically and this is a great advantage for the 

very demanding calculations of fluid phase equilibria. Furthermore, the MSA model is 

theoretically sound, as it is consistent with the Debye-Hückel theory and satisfies to the 

large-charge and large-density Onsager's lirnits. 

Therefore, the aim of this work is to study the global phase diagram of an EOS, based on 

the MSA. The investigated BOS combines a hard-sphere repulsion term with a MSA term 

taking into account the electrostatic ion-ion, ion-dipole and dipole-dipole interactions. The 

MSA solution used in this work is the one obtained for a ion-dipole mixture with 

dissimilar size for ions and dipolesl9. The case of different size for the anions and the 

cations have been recently solved25-29, but its analytical solution is more complex. The 

study of ion-dipole mixtures has already been sketched by Harvey23 in the case of the 

MSA solution with equal-sized dipoles and ions. This paper is thus a new developpement 

of the work of Harvey. A brief outline of the MSA mode! is given in the first section. Most 

featured phase diagrams are presented in the second part. Attention is given to the 

influence of the dipole moment, ionie valence and the· diameters of ionie and dipolar 

spheres on the topology of fluid phase equilibria. The global phase diagram is described in 
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the third part. A discussion and comparison with water-salt systems is made in the last and 

fourth part. 

THEORY. 

The Mean Spherical Approximation. 

A binary fluid mixture composed of ions and dipoles is considered in this study. 

Ions are produced by the dissolution of a salt, composed of Vm anions of charge Zm and Vp 

cations of charge Zp· The dipolar moment of dipoles is J.l. Ali ions have the same diameter 

CJ'i, but the ionie CJ'i diameter can be different from the CJ'd diameter of the dipoles. 

Four types of intermolecular forces are considered between two particles i and j separated 

by a distance r : 

-hard sphere repulsion between two particles i andj: 

Uij ( r) = 0 for r > a, 

and Uij (r) = oo for r < a, 

where a= ( CJ'i + Oj) 12, 

- coulombic interaction between two ions i and j : 

Uij ( r) = Zi ZJ e2 1 eo r, 

where e is the elementary charge, and 8() is the vacuum permittivity; 

- electrostatic interaction between an ion i and a dipole j : 

Uij ( r) = Zi f.l} e COS 81 80 r2 , 

where e is the angle between the di pole moment and the line joining i and j; 

- electrostatic interaction between two di po les i and j : 

Uij ( r) = - f.li f.l} (2 COS ei COS 8j - sin 8i sin 8j COS ( Cf>i - (/)j) ) 1 8() r3, 

(la) 

(lb) 

(le) 

(2) 

(3) 

(4) 

where ei, ej, lPi and lPj are angles describing the orientation of the dipoles i andj30. 

Statistical mechanics provides several methods for estimating the thermodynamic 

properties of a fluid mixture from the knowledge of the Uij pair potentials (PP) of the 

system. The MSA is one of these methods. The MSA can be decomposed in two main 

steps. At first, the gij radial distribution function (RDF) between two particules i andj is 
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derived from the knowledge of pair potentials Uij· Then, the thermodynamic properties of 

the mixture are calculated from the gij RDF. 

The derivation of the g ij RDF from the Uij PP is one of the basic and difficult 

problem of the statistical mechanical theory of fluids, and approximations must be used. 

The MSA theory uses a method, based on the so-called "integral equations" for deriving 

the gij RDF from the Uij PP. This method is here briefly described by considering 

successively the cases of the perfect gas, a dilute fluid and finally a dense fluid. 

In the absence of intermolecular forces, the gij RDF is simply equal to 1. 

gij (r) = 1. (5) 

In a dilute fluid, a remarkable simple relation between the RDF and the PP between two 

particules i and j can be derived31: 

gij (r) =exp (- j3 Uij (r) ), 

where j3 = li kT. 

(6a) 

(6b) 

This approximation is effectively valid in very dilute electrolyte solutions, where an ion is 

surrounded by a cloud of counterions. The same relation is indeed developped in the 

Debye-Hückel theory. When Uij (r) is small when compared to the product kT (i.e. when 

the molecules are far away), Eq. (6a) can be further simplified by linearizing the 

exponential function : 

gij (r) = 1 - {3 Uij (r). (7) 

Eq. (6a) is no more valid in dense fluids, and the influence of neighbouring particules to a 

pair (i-j) must be taken into account. A way of achieving this is to decompose the gij RDF 

into three contributions : 

gij (r) = 1 + Cij (r) + gind. (8) 

The first term, equal to one, is simply the contribution of a mixture of non-interacting 

molecules (Eq. (5)). The second term, given by the Cij function, describes the direct 

influence of the Uij PP on the gij RDF. Cij is called the direct correlation function (DCF). 

The third term, denoted gind, describes the indirect influence of the Uij PP to the gij RDF 

through ali neighboring particules. It is worth to note that in a dilute fluid, gind is 
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neglectable. The gind contribution can be further explicited, as it is donc in the exact 

Ornstein and Zernike32 (OZ) equation : 

gu (r) = l +cu (r) + L Pk J [gik(r,r')-1] Ckj(r,r')dr', (9) 

where the gind term is calculated by a convolution of the Ckj DCF with the gik RDF minus 

one. The summation is made over ali kinds of k particules surrounding the i-j pair with the 

density Pk (in this study, k is either an ion or a dipole). The OZ equation is an integral 

equation, which contains two unknowns (the gu RDF and the cu DCF). Thus, additional 

relations are required for solving the OZ equation and calculating the gu RDF. The most 

evident relation is the following : 

gu (r) = 0 for r <au. (10) 

This condition is simply a consequence of the impenetrability of hard spheres representing 

the particules. For the case r > au, another assumption must be stated. One possibility is to 

assume that the cu DCF is a function of the Uij PP in the same way for a dense fluid than 

for a dilute fluid. Therefore, by identifying the corresponding terms in Bq. (7) for a dilute 

fluid and Bq. (8) for a dense fluid, the following relation is obtained: 

cu (r) =- j3 uu (r) for r > O"ij. (11) 

This approximation strictly holds for r ->co and is most questionable in the intermediate 

region, where uu ( r) reaches its potential depth. But, the great ad van tage of this 

approximation over other approximations is that it gives expressions that can be solved 

analytically. For this reason, this approximation, commonly referred to as the Mean 

Spherical Approximation (MSA)33, looks attractive. Analytical expressions for the g ij 

RDF have been derived respectively for the ion-ion, ion-dipole and dipole-dipole pairs34. 

Any thermodynamic property of the mixture can be calculated from the gu RDF. The 

equation relating the excess internai energy to the RDF is usually used35: 

uex=JI2VLNiNj f Uij(r)gu(r)dr. (12) 

Other thermodynamic properties are then calculated by adequate differentiation or 

integration of uex. 
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The equation of state 

The equation of state for the ion-dipole mixture is formulated by means of an 

analytical expression of the Helmholtz free energy (HFE) and is split into two 

contributions : 

A= Ahs + AMSA. (13) 

The first term takes into account the repulsive forces between hard spheres, whereas the 

second one describes the influence of ion-ion, ion-dipole and dipole-dipole interactions. 

The Ahs HFE of a mixture of hard spheres is given by the Boublik equation of state36. The 

AMSA HFE is given in the Appendix. Ail thermodynamic properties have been obtained by 

analytical differentiations of HFE with respect to the temperature, molar volume and 

composition. Derivatives up to the fourth order are calculated analytically by using a 

software package37 for differentiation and thermodynamic calculations. This was 

necessary because of the length and complexity of the mathematical expressions. 

Scaling relations. 

The HFE of the ion-dipole mixture is a function of three variables (the temperature 

T, the molar volume V and the mole fraction XJ of dipoles) and seven model parameters 

(Vp, Vm, Zp, Zm, Jl,Œd and Œi). Note here that in ali what follows XJ is defined as the 

number of dipoles divided by the total number of ion molecules and dipoles, and molar 

quantities are expressed on the basis of the total number of ion molecules and dipoles. 

Fortunately, the parameters are not in dependent and there is no need to study separately the 

influence of each parameter. First of all, the condition of the electroneutrality of the 

solution requires that: 

Vp Zp + Vm Zm = Ü. (14) 

Other relations do exist and can be revealed by dimensional analysis of the underlying 

equations of the MSA. These scaling relations are important to consider, as they allow us 

to generalize quickly a given result to other cases. The particular cases of a pure dipolar 

fluid and pure ionie fluid will be first considered before the general case of the ion-dipole 

mixture. 
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For di polar t1uids, the HFE depends on two variables (T and V) and two model parameters 

(Jl and ad). 

A =A (T, V,J.L ,ad ). (15a) 

Dimensional analysis shows that the HFE can be written as follows : 

A= kT Ar (Tr.Vr), (15b) 

where Tr and Vr are reduced temperature and molar volume, defined by : 

Tr = kTI(p21ad 3) K, (15c) 

Vr =V 1 (Na ad 3 ). (15d) 

K is a convenient conversion factor used when the dipolar moment is expressed in Debye 

(K= I049), and Nais the Avogadro's number. 

For an ionie fluid, the HFE depends on two variables (T and V) and five model parameters 

(zm, Zp, Vp, Vm, and ai): 

A =A (Zm,Zp,Vp,Vm,ai,T,V). 

The HFE can be written : 

A =kT Ar (Tr, Vr), 

where 

Tr = K' kT 1 (Vp zi + Vm Zm2) e2 1 (Vp+Vm) ai, 

V,.= V 1 (Na ai3), 

where K' is a constant equal to 109. 

(16a) 

(16b) 

(16c) 

(16d) 

For the ion-dipole mixture, the HFE of the ion-dipole mixture depends on three variables 

and seven model parameters : 

A =A (Zm,Zp,Vp,Vm,ai,ad ,J.L,T,V,xJ), 

where x 1 is the mole fraction of the di polar component. 

Dimensional analysis yields that the HFE can be written as 

A= kT A,. (TrJ,Tr2.VrJ.Vr2,XJ), 

(17a) 

(17b) 

where the subscripts 1 and 2 refer respectively to the dipolar and the ionie component. Tri 

and VrJ are given by Eqs (15c) and (15d), Tr2 and Vr2 by Eqs (16c) and (16d). 

An equivalent formulation can be given: 

A =kT Ar (Tr], VrJ, <X1, <X2, X] ), (17c) 
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where a1 and a2 are defined by: 

a1 = [,U2/crd3] [(Vp+Vm)I(VpZp2 + Vmzm2)] [cri 1 e2 K'/K], 

and 

a2 = O"dl O"i, 

(17d) 

(17e) 

a 1 can be seen as a parameter measuring the force of the polar component or the weakness 

of the salt. 

It can be noted that : 

a1 = TrJffr2 

a2 = (VrJIVr2Jl13 

(18a) 

(18b) 

Thus, only two parameters (ai and a2) are required for an entire study of the ion-dipole 

mo del. 

PHASE DIAGRAMS 

The first objective of this study is to underdstand the influence of simple physical 

parameters such as the dipole moment, the charges of ions and the diameters of molecules 

on the fluid phase equilibria. For this purpose, the phase diagrams for various sets of (ai

a2) parameters have been determined. 

Pure fluids 

Before considering the phase diagrams of the binary ion-dipole mixture, it is 

necessary to characterize the phase equilibria of both pure components. First, the critical 

point of a pure fluid has been calculated by solving the following set of equations: 

Avv=O, (19a) 

and Avvv = 0, (19b) 

with the critical temperature (Tc) and molar volume (Vc) as unknowns. In the notation 

above, subscripts indicate the differentiation variables. For the polar fluid, the following 

reduced coordinates (Eqs (15c)-(15d)) of the critical point were calculated: 
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T,.= 0.2250463, V,.= 9.41149074 and P,.= 0.031270. These results agree with those 

obtained by Harvey 23. For the pure ionie fluid, the critical point in reduced coordinates 

(Eqs. (16c)-(16d)) are T,. = 0.07857696, V,.= 69.032985 and P,. = 0.00122855. 

Again, these results are in good agreement with the values obtained by Harvey23. The 

saturation curve has been obtained by solving the equations for a given temperature T and 

with the molar volume of the liquid (Vz) and gas (Vg) as unknowns : 

P (T, V!) =P (T, Vg), 

Jl (T, V!) =Jl (T, Vg), 

where Jl designates here the chemical potential of one component in a phase. 

(20a) 

(20b) 

The scaling relations allow us to estimate easily the influence of model parameters on the 

position of the saturation curve and critical point. For the polar fluid, differentiation of the 

HFE (Eq. (15b)) with respect to the molar volume leads to: 

P = T,.l K Jl2f(jcf P,.(T,., V,.), (21) 

where T,. and V,. are given by Eqs. (15c)-(15d), and P,. is an universal function for polar 

fluids, which is independent of the dipole moment Jl and the (}d diameter. Combined use of 

Eqs. ( 15c) and (21) gives us the coordinates of the critical point as a function of Jl and oa : · 
Tcd = 0.2250463 1 kK Jl2l(}d3, (22a) 

P cd = 0.0070372 1 K Jl2l (}j>. (22b) 

For the ionie fluid, differentiation of the HFE (Eq. (16b)) with respect to the molar volume 

gives: 

P = T,. 1 K' (Vp zi + Vm Zm2 )/ (Vp + Vm) e2 1 (}i4 P,. (T,., V,.), (23) 

where T,. and V,. are given by Eqs (16c)-(16d), and P,. is an universal function for ionie 

fluids which does not depend on the valence of the salt, the charge of the ions and the ionie 

diameter. Combined use of Eqs. (16c) and (23) give us the coordinates of the critical point 

as a function of Vp, Vm, Zp, Zm and (Ji : 

Tci = 0.07857696 (Vp Zp2 + Vm Zm2)1 (Vp + Vm) e2 1 (Ji 1 kK', 

Pei= 9.65357e-05 1 K' (Vp zi + Vm Zm2 )1 (Vp + Vm) e2 1 (}i4 . 

Binary mixtures. 
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The phase diagram of any binary mixture is at first conditioned by the volatility 

difference2 between both constituent pure components, i.e. by the ratios Tc/Tcd and 

P c/P cd for the ion-dipole mixture. Combination of Eqs. (22a)-(24a) and (22b )-(24b) yields 

us these simple results : 

Tcïll'cd = 0.3491591 <Xl, and 

Pc/Pcd = 72.8974 a1 1 (a2)3. 

(25a) 

(25b) 

Thus, for low a1 values (al<0.349159), the polar component is more volatile than the 

ionie component. Conversely, for high a1 values (al> 0.349159), the ionie component is 

more volatile than the the polar component. The a2 parameter has no influence on the 

Tc/Tcd ratio, but exerts a strong effect on the P clP cd ratio. Thus, the more the a2 

parameter is large, the more the Pc/Pcd ratio is small for a given a1 parameter. 

Critical points (CP) of the binary mixture have been found by solving the relations: 

( G2x)r,p=0, and 

(G3x)r,p=O. 

(26a) 

(26b) 

Two criticallines are in general found for any (a1,a2) parameters (see below). The 

stability of any calculated critical point was checked by checking that the fourth 

differentiate of the Gibbs energy with respect to the composition at constant pressure and 

temperature is positive: 

(G4x)TP > 0. 
' 

(27) 

Severa! isothermal sections of liquid-gas and liquid-liquid phase equilibria have been 

calculated for locating roughly the three-phase liquid-liquid-gas curves and azeotropic 

lines. Three-phase liquid-liquid-gas (LLG) curves have been calculated by solving the 

equations of equality of the pressure and chemicals potentials between three coexisting 

phases (labelled by the a, b, and c subscripts): 

P (XJ,Va) =P (yJ,Vb), 

P (XJ.Va) =P (ZJ.Vc), 

/11 (xJ.Va) =J1J (yJ,Vb), 

/12 (XJ,Va) =J12 (yJ,Vb), 

/11 (XJ, Va) =J1J (ZJ.Vc), 
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(28f) 

At a given temperature, the five unknowns are the molar volumes of the three phases (Va, 

V& and Vc), and the mole fractions of the first component in each phase (XJ, y 1 and z1). 

Liquid-liquid-gas immiscibility was located too by searching critical end-points (CEP). A 

CEP occurs when a critical phase is in equilibrium with another phase. Thus, in a P-T 

diagram, CEP are at the intersection of a LLG curve with a critical curve. In other words, 

CEP are points that termina te LLG curves in a P-T diagram. The conditions for a CEP are 

given by the equations: 

G2x (T, Vc,xc)=O, 

G3x (T, Vc,xc)=O, 

P (T,Vc,xc)=P (T,Va,Xa), 

f.ll (T,Xc, Vc)=f.lJ (T,xa, Va), 

f.12 (T,xc, Vc)=f.12 (T,xa, Va). 

(29a) 

(29b) 

(29c) 

(29d) 

(29e) 

The five unknowns are the temperature T, the molar volume Vc and the composition Xc of 

the cri ti cal phase, the mol ar volume Va and the composition xa of the coexisting phase. 

Azeotropic points occur when two distinct phases are in equilibrium and have the same 

composition. Conditions for an azeotropic point are thus : 

P (T, Va,x) = P (T, V&,x), 

f.ll (T, Va,X) = f.ll (T, V&,X), 

f.12 (T, Va,X) = f.12 (T, V&,X). 

(30a) 

(30b) 

(30c) 

The set of nonlinear equations for calculating critical points, liquid-gas points, liquid

liquid-gas points, critical end-points and azeotropic points was solved by the Newton

Raphson algorithm. Whole critical curves, LLG curves and azeotropic curves were 

calculated with the help of a technique using the Jacobian matrix calculated in the last 

iteration of the Newton-Raphson algorithm37,38. 

Se veral phase diagrams are shown here for different sets of the (a 1 ,a2) parameters. 

They illustrate the major characterics of fluid phase relations in the ion-dipole mixture. 

First, the case of equal-size dipole and ions, which has already been briefly described by 

Harvey23, will be completed and reviewed. For convenience, P-T phase diagrams have 
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been plotted in the same reduced coordinates chosen by Harvey23, i.e. in the (PrJ,TrJ) 

scale as defined by Eqs. (21) and (15c). For very small values of a 1 (Fig. 1, 

a1 = 0.065), the critical point of the ionie component (referred to as CPi) lies at a much 

higher temperature than the critical point of the polar component (referred to as CPd). The 

critical line starting from CPi runs to very high pressures. A three-phase LLG curve is 

present at pressures slightly below saturation pressures of the polar component. The 

critical curve starting from CPd meets the LLG curve at an upper critical end-point 

(UCEP), which is very close to CPd. The UCEP and the LLG curve cannot been 

distinguished from the saturation curve of the polar component at the scale of Fig. 1. The 

CPi-CPm critical curve (where CPm is a fictive critical point introduced for convenience 

for designating the high-pressure part of a critical curve) exhibits in Fig. 1 a pressure 

maximum and a pressure minimum. Such a phase topology has been classified by van 

Konynenburg and Scott3,4 as a type-Hlm system. At still lower values of a 1 

(al< 0.0538), the pressure minimum and maximum disappear, and the system becomes 

a simple type-III system. For extremely low values of a1 (al below I0-4), the critical 

curve CPi-CPm goes to higher temperatures than Tci, thus showing the so-called "gas

gas" equilibria. In Fig. 2, P-T phase diagrams are shown for the case <Xl=0.072. When 

compared to the previous case <X.J=0.0645, the temperature gap between CPi and CPd has 

been slightly reduced, but a major topological modification occurs. The LLG immiscibility 

field is separated in two parts, one at lower temperatures and the other at higher 

temperatures just below Tcd. The critical curve starting from CPi does not join CPm, but a 

lower-critical end-point (LCEP) at the low extremity of the high-temperature LLG curve. A 

criticalline connects CPd to the UCEP of this LLG curve. The critical curve starting from 

CPm joins the UCEP of the law-temperature LLG curve. Such a phase diagram is 

classified as a type-IV system. Fig. 3 shows the P-T diagrams for the case <Xl=0.085. 

This is still a type-IV system, but the law-temperature LLG field lies now at temperatures 

very close to zero and is not visible on Fig. 3. Moreover, the high-temperature LLG curve 

near CPd has shrinked a lot, when compared to the case <XJ=0.072, and cannot be seen at 
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the scale of Fig. 3A. An enlarged view is given in Fig. 3B, which should be compared 

with Fig. 4 of the paper of Harvey23, where slightly different values have been found for 

the position of the LLG curve. Our results should be more reliable, as more accurate 

algorithms (see above) have been used for solving the occurence conditions of LLG 

equilibria. The P-T diagram for the case a 1 =0.1 is shown in Fig. 4. The LLG curve near 

CPd has disappeared, and a continuous critical curve connects now CPi and CPd. LL 

immiscibility is present at very low temperatures (not shown in Fig. 4). Thus, this is a 

type-II system. 

The P-T phase diagram for the case al=0.45 is shown in Fig. 5. Now, CPd is located at 

higher temperatures than CPi. The continuous CPi-CPd critical curve is concave towards 

high temperatures, and a LL immiscibility field arises at quite high temperatures (Tri 

around 0.11). This is a type-II system. The case at=0.504 is shown in Fig. 6 and is 

characterized by severa! new features. The CPi-CPd critical curve intersects the saturation 

curve of the polar component. In the region around the intersection point, two azeotropic 

curves appear. A negative azeotropic line lies below the saturation curve of the polar 

component (barely visible on Fig. 6) for compositions of Xsalt between 0 and 0.05. A 

positive azeotropic curve connects an UCEP (Tri= 0.142712, Pri = 0.001306) to an 

azeotropic end-point (AEP). An AEP occurs at the intersection of the CPi-CPd critical 

curve and the positive azeotropic line (Tri= 0.16496, Pri = 0.00527). This azeotropic 

line lies in the continuity of the LLG curve. The LLG curve is at higher pressures than the 

saturation pressures of both ionie and polar components. Such a topological feature is 

referred to as "heteroazeotropy"2-4. Moreover, for values of Tri between 0.1668 and 

0.1678, a small part of the CPi-CPd critical curve becomes unstable (G4x<O). This 

indicates the presence of a small LLG curve39. This is a type-IV system, but presenting 

features not described in the classification of van Konynenburg and Scott3.4. The P-T 

phase diagram for a 1 =0.6 is shown in Fig. 7. This figure corrects also Fig. 1 shown in 

the paper ofHarvey23. Indeed, the LLG curve lies at higher (and not lower) pressures than 

the saturation curve for the ionie compone nt, th us producing heteroazeotropy. Th us, this is 

a type III-HA system3,4. 
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In summary, the following sequence of type of phase diagrams is observed for low 

to high values of a1 in the case a2 = 1 : III-> IIIm -> IV -> II -> IV -> III-HA. 

Phenomena of double azeotropy occur for sorne of the type-II and type-IV at high values 

of a 1· Sorne phase diagrams have been investigated too for fluids with different ionie and 

polar sizes. As shown by Eqs. (25a) and (25b), the a2 parameter has no influence on the 

ratio Tc/l'cd, but exerts a strong influence on the PcvPcd· The smaller is the a2 parameter, 

the larger is the P c/P cd ratio. In the range of investigated a 1 and a2 values (a 1 between 0 

and 1, a2 between 0.1 and 2), the Pc/Pcd ratio is generally below 1 (except for a1 values 

lower than 0.0-0.12). Thus, in other words, CPi and CPd get doser when the a2 

parameter is increased. Therefore, the a2 parameter is not expected to change a lot the 

topology of phase diagrams described in the case a2=1, except for low values of a2. This 

has been confirmed by preliminary calculations. The case Œt=0.757 and a2=1.S is shown 

in Fig. 8. This is a type-mm system. The LLG curve is located at pressures just below the 

saturation pressures of the ionie component. Therefore, this system does not exhibit 

heretoazeotropy. The case Ut=0.5 and a2=0.S is given in Fig. 9. This a type-III system 

showing gas-gas equilibria and heteroazeotropy. When reducing the a2 parameter (at=0.5 

and a2=0.2) at constant a1 value, the heteroazeotropy disappears (Fig. 10), and a new 

LLG curve occurs near CPd. This LLG curve has not been calculated because of numerical 

problems, but is revealed by the presence of unstable points (G4x<0) along the CPd-CPm 

critical curve. This is a type-IV* system. The case Œt=0.5 and a2=0.1 is shown in Fig. 

11. The connectivity of the critical curves has changed. The critical curve starting from 

CPd stops now at an UCEP very close to CPd, and CPi is connected to CPm. Gas-gas 

equilibria is still present, and the LLG curve is located at pressures just below the 

saturation pressures of the polar component. Therefore, this is a type-III system. 

THE GLOBAL PHASE DIAGRAM 

The influence of the parameters of the model on phase diagrams is best visualized 

with the help of a global phase diagram. The different types of phase diagrams have been 

classified by using the nomenclature of van Konynenburg and Scott3A. Since the 
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pioneering work of van Konynenburg and Scott3.4, se veral mathematical criteria have been 

developped in order to calculate accurately a global phase diagram11,12,39,40. These criteria 

allow one to draw the boundaries between the different types and are briefly surnrnarized 

be fore the description of the global phase diagram. 

The calculation method 

One of the most important boundary is given by systems that exhibit tricritical points 

(TCP). This boundary delimits the fields of classes I and V, II and IV, or III and IV*. 

Classes V, IV and IV* are ali characterized by the presence of liquid-liquid-gas (LLG) 

irnrniscibility. The tricritical state is astate where the field of the LLG irnrniscibility shrinks 

to one point, which is the TCP. In other words, three phases become identical at a TCP. _A 

TCP occurs when the differentiates of the Gibbs free energy at constant pressure and 

temperature with respect to the mole fraction of one of both components are equal to zero : 

G2x = 0, (3la) 

G3x = 0, (31b) 

G4x = 0, 

Gsx =O. 

(31c) 

(31d) 

The coordinates (T, V, x, and <XI) of a tricritical point are deterrnined by solving this set of 

nonlinear equations. An additional condition (G6x >= 0) ensures that the tricritical pointis 

stable. 

Another important boundary in a global phase diagrarns is the locus of double critical 

endpoints (DCEP). This boundary delimits classes III and IV, or II and IV*. Class IV is 

characterized by two LLG curves. One is at high temperatures and is delirnited by two 

CEP (a LCEP and an UCEP). The other LLG curve lies at lower temperatures and ends at 

another UCEP. A DCEP occurs in a class IV system when the LCEP of the high

temperature LLG (HT -LLG) field joins the UCEP of the law-temperature LLG (LT -LLG) 

field. Conversely, a DCEP is produced in a class III system when the critical curve cuts 

tangentially the three-phase LLG in a pressure-temperature diagrarn. As a consequence, the 

criteria for locating a DCEP are : 
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G2x(C) = 0, 

G3x(C) = 0, 

JlJ(C) = JlJ(a), 

J12(c) = J12(a), 

(dP/dT)c=(dP/dT)a 

(32a) 

(32b) 

(32c) 

(32d) 

(32e) 

where (dP!dT)c and (dP/dT)a designate respectively the slope of the critical curve and the 

slope of the three-phase LLG curve at the DCEP. Symbols "c" and "a" refer to the two 

phases (the first one is critical, and the other is non-critical) that coexist at a CEP. 

A third boundary delimits classes I and II, or IV and V. Classes II and IV are 

characterized by the existence of a liquid-liquid (LL) immiscibility field at low 

temperatures. The low-temperature LL (LT -LL) immiscibility field can be shifted to lower 

temperatures and disappear. This produces respectively classes I and V, which are 

characterized by the absence of L T-LL phase equilibria. A mathematical cri teri on has been 

proposed 11 for locating points on the global phase diagram at which the LT -LL 

immiscibility field disappears at 0 K (zero-temperature endpoints). However, ZTEP are 

not as important as TCP and DCEP. Even if a LT-LL immiscibility field is predicted by an 

EOS, LT-LL phase equilibria are often not observed because of the crystallization of a 

solid phase. Thus, in this work, zero-temperature endpoints (ZTEP) have not been 

considered. LT-LL immiscibility have always been detected up to very low temperatures 

with the MSA EOS. No class I and V have been found in this study, but their presence 

cannot be excluded. 

Other additional criteria have been taken into account for the construction of the 

global phase diagram. One of these criteria is used for locating mathematical double 

points39 (MDP). MDP are useful as they allow us to do a first classification of phase 

diagrams with respect to the topology of the critical curves. A MDP is a point of 

intersection between two critical curves, where an exchange of the different branches of 

the critical curves occurs. Therefore, MDP gives us a first indication of the boundary limit 

between class III and IV systems. MDP are much easier to calculate than DCEP and give 
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us sorne elues for the construction of the global phase diagram (in particular, for localizing 

the point of van Laar, see below). The criterion of the MDP is the following39: 

G2x=O, 

G3x=O, 

G2xV GJxT- G2xT GJxv= 0, 

G2xT GJxx- G2xx GJxT= O. 

(33a) 

(33b) 

(33c) 

(33d) 

Another additional criterion used for the construction of the global phase diagram is 

given by the so-called critical pressure step points (CPSP). These are the points associated 

with an inflexion change on a pressure-temperature diagram40. The locus of CPSP 

separa tes two subclasses of the class III system. The first subclass is called class IIIm. In 

this subclass, the cri ti cal curve starts from the critical point of the more volatile component, 

runs first to higher pressures, then exhibits a pressure minimum, and eventually runs to 

CPm. The second subclass is simply called class III. In this subclass, the critical curve 

starting from the critical point of the more volatile component runs monotonously to higher 

pressures, without showing successively a pressure maximum and minimum. Like MDP, 

CPSP help to locate DCEP, as the class IIIm is often closely associated with the class IV 

system. The criterion for calculating a CPSP is given by the following equations : 

G2x=O, (34a) 

G3x=O, (34b) 

G2xT = 0, (34c) 

G4x G2x2T- GJxT GJxT =O. (34d) 

The global phase diagram 

Figure 12 shows the global phase diagram for mixtures of ions and dipoles, plotted 

in the two-dimensional (a 1-a2) space. 

The relative position of the CP of the pure fluids is the first key parameter to consider 

when studying the topologies of the phase diagrams. For low-a1 values, the dipolar fluid 

is more volatile than the ionie fluid, i.e., the critical temperature of the dipolar fluid is 

lower than the critical temperature of the ionie fluid (Tcd < Tci). Converse! y, for high a 1 
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values, the dipolar fluid is less volatile than the ionie fluid (Tcd > Tci). Three vertical thin 

verticallines have been drawn on the global phase diagram: the first one at a1=0.349159 

marks the limit Tci=Tcd, whereas the two others mark the limits Tci=2Tcd and Tci=Tcd/2 at 

a1= 0.17458 and a1= 0.698318. These limits have been calculated by using Eq. (25a). In 

a similar way, the ratio of the critical pressures is given by using Equations (25b). Se veral 

thin curves have been drawn on the global phase dia gram for representing the iso- P ciP cd 

ratios. 

There are four tricritical curves (TC) in Figure 12: one roughly parallel to the a2 axis 

and at low a1-values (al between 0.065 and 0.4), one at higher a1-values, and the two 

others roughly parallel to the a1 axis and located at low a2-values. These TC have been 

called respectively TC1, TC2, TC3 and TC4. The TCl curve intersects itself at the point 

(al = 0.10259, a2 = 1.2753). At this point, the calculated critical curve exhibits two TCP. 

The TCl curve shows moreover two cusps, one at (a1= 0.10477 and a2 = 1.3981), and 

the other at (al= 0.089259 and a2 = 1.1286). The intersection point and both cusp points 

delimita region where phase diagrams are more complex (Fig. 13). This region of the 

global phase diagram will be detailed below. For low a1 value (ai<0.1), TCP belonging 

to the TC 1 curve are situated on the cri ti cal curve connecting CPd to CPi, and they are 

close to the CPd. At a1 = 0.113, the TC1 goes through a particular point, called the van 

Laar point (VLP)39. The VLP sets the limit of a connectivity change of the critical curves. 

Indeed, at higher a1 (ai>0.113), TCP of the TCl curve are located on the CPi-CPm 

bran ch. With increasing a 1 and a2 values, TCP of the TC 1 curve get cl oser to the CPi. 

The TC2 curve is related to TCP which are closer to the CPi. It was not possible to 

calculate the extension of the TC2 curve beyond the point (a1=0.31081, a2=0.59379), as 

the tricritical curve gets asymptotically closer to a MDP curve (see below). Two other 

tricritical curves (TC3 and TC4) were detected for low a2 values. The TC3 and TC4 

curves intersect the TC 1 curve at points (a 1 =0.0662 and a2= 0.2991) and (a 1 = 0.0654 

and a2= 0.29117). The TC3 curve is associated to TCP, which are very close to CPd (Tr 1 

between 0.211 and 0.226, and Xsalt between 0.001 and 0.0045). TCP of the TC4 curve 

are slightly richer in ions (Xsalt between 0.002 and 0.008), and can reach lower 
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temperatures (Tr 1 between 0.06 and 0.22). Both TC3 and TC4 curves indicate the 

occurrence of LLG phase equilibria. Systems located between the TC3 and TC4 curves 

(ai between 0.05 and 1.0, a2 between 0.2 and 0.3) are characterized by a LLG curve 

which appears near the CPd. An illustration of this is given by the type-IV* system 

(a1=0.S and a2=0.2) of Fig. 10. Systems below the TC4 curve possess a second LLG, 

but whose extension is probably smaller. No phase diagram has been calculated in this 

region of the global phase diagram because of numerical problems. These systems exhibit 

complex phase diagrams, that have not been reported by van Konynenburg and Scott. But, 

they have not been studied in this work, as they correspond to quite extreme values of the 

a1 and a2 parameters. 

Three MDP curves have been calculated by solving the set of Eqs. (33): one near the 

TC 1, one close to the TC2, and the other below the TC4. These curves have been called 

respectively MDPl, MDP2 and MDP3 (Figure 12). They delimit three large fields of the 

global phase diagram, characterized by a different connectivity of the critical branchs. In 

the region between MDPl and MDP2, a continuous critical curve connects CPi and CPd. 

However, sorne points along the cr!tical curve may be unstable. In this case, the critical 

curve is interrupted by a LLG field immiscibility. For low values of a1 (al roughly below 

0.1), at the left of the MDPl curve, CPi is connected to CPm, whereas for high values of 

a1, at the right of the MDP2 curve, CPd is connected to CPm. The MDP3 curve is 

roughly parallel to the a1-axis and below the TC4 curve. Above the MDP3 curve, a critical 

branch connects CPd and CPm, and the critical curve starting from CPi stops at an UCEP. 

Below the MDP3 curve, the situation is inverse: the critical branch starting from CPd stops 

at an UCEP, whereas CPi and CPm are connected. Illustration of this connectivity change 

is given on Figs. (10) and (11). 

Two CPSP curves have been found. These boundary curves delimit the fields of 

type III (sensu stricto) and Hlm. A first CPSP curve, referred to as CPSPl, is located in 

the region of low a1 values (al below 0.2), and the second one (called CPSP2) is in the 
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region of high a1 and a2 values. The CPSP2 curve stops at the point (ai= 0.71387 and 

a2 = 1.328 ). 

Contrary to the TCP, MDP, and CPSP curves, DCEP could not be determined 

exactly by solving the set of Eqs (33) because of numerical problems. However, by 

calculating the phase diagrams along a grid of (a 1 ,a2) values, it was possible to locate 

qui te accurately the locus of DCEP with an accuracy of± 0.0005 in a 1 for a given a2 

value. A first curve, called DCEP1, was found between CPSP1 and TCl. The second 

one, called DCEP2, lies on the le ft of the TC2 curve. As expected, DCEP 1 intersects the 

MDP1 and TC1 curves at the van Laar point39. To the contrary, no van Laar point has 

been found on the a1-high side of the global phase diagram. The TC2, MDP2 and DCEP2 

curves seem to meet asymptotically, but no intersection point could be detected. 

An enlarged view of the global phase diagram is given in Figure 13 for a1 between 

0.09 and 0.12, and a2 between 1.1 and 1.5. The systems inside the region delimited by 

the two cusp points ((ai= 0.10477 and a2 = 1.3981) and (al = 0.089259 and a2 = 

1.1286)) and the intersection point (al= 0.10259, a2 = 1.2753) are characterized by two 

instability zones along the critical branch starting from CPd. This indicates the presence of 

two distinct LLG curves near CPd. Thus, the phase diagrams in this region of the global 

phase diagram are complex. They have not been studied in detail because of numerical 

difficulties. However, such a region is quite similar to the so-called "shield" region, as 

described for van der Waals41,42 and Lennard-Jones fluids 7. 

DISCUSSION 

As already noticed by Harvey23, an important question which can be addressed by 

the ion-dipole fluid in the MSA, is related to the stretching of the critical curve between the 

polar and ionie critical points. Indeed, a continuous critical curve connects the critical 

points of water and NaCl, although the ratio of their critical temperatures 

T c(N aCl)/T c(H20) is as high as 6. For comparison, in mixture of non-electrolytes, a ratio 

Tc2/Tc 1 higher than 2 is generally sufficient (for example, H20-C02) for breaking the 

critical curve between the critical points of both components 1 and 2. In this respect, it is 
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interesting to look at the limiting values of the Tci!Tcd ratio for breaking a continuous 

critical curve in the ion-dipole mixture. For this, the TciJTcd ratio along the DCEP curves 

has been calculated by using Eq. (25a). Results are plotted on a (a2, TciJTcd) plot in Figure 

14. For equal-sized dipoles and ions (a2=1), the TcïÎTcd ratio for a continuous critical 

curve must lie between 0.69 and 4.80. This latter value is yet much higher than the value 

of 3, which is obtained when considering a van der Waals EOS for equal-sized 

components (b 1=b2) associated with a geometrie combining rule for the unlike interactions 

(an= ( a1 a2)112). This first result confirms the fact that molecular interactions in ion-dipole 

mixtures favour this stretching of the critical curve. Moreover, it can be seen on Fig. 14 

that the a2 parameter can strongly favor the continuity of the critical curve. For low a2-

values (a2 between 0.7 and 1.0) and low a1 values (al<0.1), a continuous critical curve 

is maintained up to very high Tcïfl'cd ratios (greater than 15 for a2 equal to 0.7). Such a 

result agrees with the observation of a long continuous critical curve between both critical 

points of water and salt in water-salt systems. 

For equal-sized dipoles and ions (a2=l) and when increasing the a1 parameter, the 

following sequence of types is observed: type III-> type Hlm-> type IV-> type II-> 

type II with double azeotropy ->type IV with double azeotropy ->type III-HA. When the 

a2 parameter is increased above one (i.e. when the size of the dipole is increased), the 

strength of the di pole is reduced and the saturation curve of the polar component is shifted 

to lower pressures. In the region of high a1 values (al > 0.4), this leads to an 

enhancement of the miscibility of both ionie and polar components. As a consequence, an 

extension of type-II field is observed on the global phase diagram, and phenomena such as 

double azeotropy and heteroazeotropy disappear. Conversely, in the region of low a 1 

values (al< 0.1), an increase of the a2 parameter leads to a decrease of the miscibility of 

ionie and polar components, and an extension of the type-III field over the type-II field is 

observed. To the contrary, when lowering the a2 parameter below one (i.e. when the size 

of the dipole is reduced), the force field of the dipole becomes higher and the saturation 

curve of the polar component is shifted to higher pressures. The miscibility of both ionie 
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and polar components is reduced in the region of high a 1 values and enhanced in the 

region of low a 1 values. Th us, this part of the global phase dia gram is predominantly 

characterized by the extension of type-III field for high a1 and of type-II field for low a1. 

Moreover, phenomena such as azeotropy, heteroazeotropy and gas-gas equilibria appear 

for low a2 values and high <Xl values. Ali these new features indicate that the interactions 

between unlike particules are significantly less favoured than the interactions between like 

particules. 

A brief comparison with real electrolyte systems can be made. Phase diagrams for 

binary real water-salts systems have been summarized43. Published experimental phase 

diagrams include phase transitions involving salts, but these types of phase transitions are 

out of the scope of our study. Three main types of phase topologies have been recognizççl 

in binary water-electrolyte systems. These are type-III, type-II and type-IV phase 

diagrams. An example of type-III water-salt system is believed to be given by the H20-

HCl system23, but the high-pressure part of the phase diagram of this system is not 

known. Hydrogen chloride is more volatile than water (Tc(HC1)=51.5°C) and a negative 

azeotropic line is present for water-rich compositions (x H20 around 0.9 ) at pressures 

below saturation pressures of water44 and LLG immiscibility occurs below T c(HCl) at 

pressures near the saturation pressures of HCl. Although an accurate thermodynamic 

model for such a system should take into account the extensive association between H+ 

and CI- ions, features such as negative azeotropy near the dipolar saturation curve and 

LLG immiscibility near the ionie saturation curve are predicted by the MSA for high <XI 

values (see Figs. 5 and 6). Examples of type-II phase diagrams are H20-NaCl, H20-

NaOH, ... and such phase diagrams look similar too with type-II phase diagrams 

calculated by the MSA (see Fig. 2, for <XI= 0.1 and a2 = 1.0). As noticed by Harvey23 in 

a P-T diagram of water-salt systems, the critical curve runs from the cri ti cal point of water 

in colinearity with the saturation curve of water, and such a feature is indeed reproduced 

on sorne phase diagrams calculated with the MS A. Examples of type-IV phase diagrams 

are H20-Na2W04, H20-K2S04, H20-KLiS04, H20-Na2S04, H20-U02S04, ... The 
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LLG immiscibility of these type-IV systems is observed in the vicinity of the critical point 

of pure water, and this feature is effectively reproduced on sorne of the type-IV phase 

diagrams calculated by the MSA (see Fig. 3, a1=0.085 and a2=l.O). Moreover, it can be 

noticed that most of the type-IV water-salt systems are encountered for large ions (W042-, 

S042-, U022+, ... )and for salts of valence 1-2, 2-1 or 2-2, i.e. in the case oflow-a1 and 

low-a2 values. Such an observation is effectively predicted by the MSA, as the type-IV 

field is predicted in this region of the global phase diagram for low a2 values (see Fig.12 

for a1 between 0.05 and 0.10, and a2 between 0.5 and 1.0). 

As a consequence, comparison between real and calculated phase diagrams shows 

that the MSA is able to reproduce the main features of fluid phase equilibria in water-salt 

systems. 

CONCLUSION 

This study is one of the first application of an EOS based on statistical 

thermodynamics for extensive fluid phase equilibria calculations in the ion-dipole mixture. 

The mode! is based on the Ornstein-Zernike equation, which allows one to take explicitely 

into account the influence of neighboring molecules on two interacting particules. The 

association of the Ornstein-Zernike equation with the assumptions contained in the MSA 

leads to an integral equation, which is analytically solvable. The solution for the ion-dipole 

mixture in the case of unequal-sized ions and dipoles has been used here. The influence of 

the different parameters of the model (di pole moment, valence and charge of the ions, size 

of the dipoles and ions) on fluid phase topology has been investigated. The phase 

diagrams have been classified according to the nomenclature of van Konynenburg and 

Scott3.4, and the results have been mapped onto a two-dimensional global phase diagram 

as a function of two reduced parameters a 1 and a2. The a 1 parame ter can be described as 

a measure of the force of the dipole, or inversely, as a measure of the weakness of the 

ions. The a2 parameter is the ratio of the dipole diameter and ionie diameter. In the case 

equal-sized dipoles and ions, the following sequence of types has been found when 

increasing the a1 parameter: type III-> type Hlm-> type IV-> type II-> type II with 
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double azeotropy ->type IV with double azeotropy ->type III-HA. The influence of the 

Œ2 parameter on fluid phase topologies depends on the ŒI parameter. For low ŒI values 

( Œ 1 roughly below 0.1 ), a decrease of the Œ2 parame ter fa v ours ion-dipole interactions, 

thus leading to the development of type-II and type-IV phase diagrams and the stretching 

of the critical curve between both components. To the contrary, for high ŒI values (ŒI 

roughly below 0.4), a decrease of the Œ2 value enhances the immiscibility of boths 

components, as revealed by the occurence of gas-gas equilibria, double azeotropy and 

heteroazeotropy. This model compares favorably with known phase diagrams of water

salts mixtures. Therefore, the mean spherical approximation provides a solid theoretical 

foundation for building new predictive equations of state for electrolyte mixtures. 
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APPENDIX 

The electrostatic contribution of the molar Helmholtz free energy for the ion-dipole 

mixture, as given by the MSA, is : 

/(7277) (Al) 

where x1 and x2 are respectively the mole fractions of the di polar and ionie components in 

the mixture (i.e. x1 is the number of dipoles divided by the number of ion molecules and 

dipoles, and X 2 = 1 - x). 

11 is a reduced density : 

(x 0'
3 +x a 3

) 
71 =1CN ls 21 
'l a 6V 
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y=-
9 

f3-3pS 
O's 

z ez 
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3 3 
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0'; 
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(A14) 

(A15) 

(A16) 

The calculation of the Helmholtz free energy requires to solve a set of three nonlinear 

equations for determining the three b0 , b1 and h2 parameters. 

{

fo(b0 ,bpb2 ): 0 

ft(boA,bz)- 0 

fz(b0 ,h1,b2 ) = 0 

where fo, ft and fz are given by: 

ft= aiKIO- a2(1- KIJ- xFY 
/, = K,~ +(1- K,)' -(:.J- 3y 

where: 

K =-baz (1-a~A) 
10 1 1 2.1 

K = 1_ /33 - h1a1a2A 12 
Il L1 
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FIGURES 

Figure 1. 

P-T plot for <XI = 0.0645 and a2 = 1.0. The filled circles represent the critical points of 

both components. The solid lines are the saturation curves. The critical curves are 

represented by the dotted curves. 

Figure 2. 

Al P-T plot for <XI= 0.072 and a2 = 1.0. BI Enlarged view of the region around CPd. The 

LLG curve is represented by a dashed line. CEP are represented by triangles. See Fig.1 

for an explanation of other symbols. 

Figure 3. 

Al P-T plot for <XI= 0.085 and a2 = 1.0. BI Enlarged view of the region around CPd. For 

an explanation of symbols, see Fig. 1 and 2. 

Figure 4. 

P-T plot for <XI= 0.1 and a2 = 1.0. For an explanation of symbols, see Fig. 1 and 2. 

Figure 5. 

P-T plot for <Xl= 0.45 and a2 = 1.0. For an explanation of symbols, see Fig. 1 and 2. 

Figure 6. 

P-T plot for <XI = 0.504 and a2 = 1.0. The azeotropic curves are represented by dotted

dashed lines. The azeotropic end point (AEP) is represented by a small diamond. For an 

explanation of other symbols, see Fig. 1 and 2. 

Figure 7. 

P-T plot for a1 = 0.6 and a2 = 1.0. For an explanation of symbols, see Fig. 1 and 2. 

Figure 8. 

P-T plot for <XI= 0.757 and a2 = 1.5. For an explanation of symbols, see Fig. 1 and 2. 

Figure 9. 

P-T plot for <XI= 0.5 and a2 = 0.5. For an explanation of symbols, see Fig. 1 and 2. 
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Figure 10. 

P-T plot for a 1 = 0.5 and a2 = 0.2. For an explanation of symbols, see Fig. 1 and 2. 

Figure 11. 

P-T plot for <XI= 0.5 and a2 = 0.1. For an explanation of symbols, see Fig. 1 and 2. 

Figure 12. 

The (a 1 ,a2) global phase diagram. For an explanation of symbols, see Fig. 1 and 2. 

Figure 13. 

Enlarged view of the global phase diagrarn. Solid lines are tricritical points. Thick dashed 

lines are double critical end-point curves. Dotted lines are mathematical double points. 

Thin dashed lines are critical pressure step points. Vertical dotted-dashed lines are curves 

ofiso-Tcdi'Tci· Thin solid lines are curves ofiso-PcciPci. 

Figure 14. 

(a2,Tcll'cd) plot. The central field between both curves is related to systems, for which 

CPd and CPi is connected by a continuous critical curve (type IV and type Il). Other fields 

are related to systems characterized by a discontinuous critical curve (type III). 
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CHAPITRE4 

La modélisation 
des équilibres liquide-vapeur 

dans le système H20-NaCl 
à l'aide du modèle MSA ion-dipôle. 
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Résumé 

Ce chapitre aborde la question de l'application de l'équation d'état MSA pour le 

système ion-dipôle au système HzO-NaCl. Dans un premier temps, les paramètres du 

modèle (moment dipolaire, diamètres de l'ion et du dipôle) sont déterminés à partir du 

diagramme de phase global et en utilisant les données (pression-température) de la courbe 

de saturation de l'eau et de la courbe critique du système HzO-NaCl. Cependant, les 

premiers calculs d'équilibre liquide-vapeur montrent clairement que le système H20-

NaCl ne peut pas être décrit par un modèle basé uniquement sur le système théorique ion

dipôle. Ainsi, les fractions molaires en Na Cl dans la phase gaz ou dans les liquides à 

forte température (au dessus de 400°C) sont fortement sous-estimées par le modèle ion

dipôle. En-dessous de 390°C, la situation inverse se produit et le modèle ion-dipôle 

surestime les fractions molaires de NaCl dans les phases liquides. Des modifications au 

modèle doivent donc être apportées. Les écarts dans les liquides à haute température 

(T > 400°C) ou dans les phases vapeur ont été significativement réduits en adoptant une 

simple loi d'association (ion+ion=dipole). Cette hypothèse permet de rendre compte de la 

formation des paires d'ions NaCl, sans avoir à rajouter de constituant supplémentaire 

dans le système (en fait, les paires d'ions NaCl devraient être traitées comme des dipôles 

de moment dipolaire beaucoup plus élevé que celui de la molécule HzO). Bien que des 

écarts jusqu'à deux ordres de grandeur soient parfois constatés entre les constantes 

d'association déterminées dans cette étude et les valeurs déterminées par conductimétrie 

(Quist et Marshall, 1968), deux arguments militent en la faveur de cette simplification. 

Premièrement, les constantes d'association suivent les mêmes tendances en fonction de la 

température que celles mesurées par conductimétrie (au dessus de 400°C). 

Deuxièmement, l'analyse de la variation des constantes d'association à dilution infinie en 

fonction de la densité permet d'estimer le nombre de molécules d'eau libérées hors des 

sphères d'hydratation des ions (nombre d'hydratation) lors de la formation de paires 

d'ions; et les nombres d'hydratation déterminés à partir des équilibres liquide-vapeur de 
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H20-NaCl sont en assez bon accord avec les valeurs estimées par d'autres méthodes 

(Wood et al., 1984). En dessous de 390°C, l'incorporation d'un terme de van der Waals 

avec le modèle ion-dipôle améliore nettement les prédictions. Mais, ce terme de van der 

Waals n'a pas de signification physique évidente. En conclusion, le modèle MSA ion

dipôle combiné avec une loi d'association des paires d'ions et un terme de van der Waals 

permet de décrire de manière satisfaisante les équilibres liquide-vapeur du système H20-

NaCl avec relativement peu de paramètres d'ajustement. 

Ce premier travail (Thiéry et al., soumis à Geochim. et Cosmochim. Acta) 

démontre la puissance d'une équation d'état basée sur la physique des interactions. Cela 

exige aussi de connaître parfaitement la chimie du fluide, c'est-à-dire les compositions 

des espèces associées, puisque celles-ci contrôlent la physique des interactions. 
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Description of vapor-liquid phase equilibria 
of the H20-NaCI system 

with a thermodynamic model based on the MSA. 

R. THIÉRY and J. DUBESSY 

CREGU, Centre de Recherche sur la Géologie des Matières Minérales et Energétiques, 

BP 23, 54 501, Vandoeuvre-les-Nancy Cedex (FRANCE) 
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Abstract: 

The Mean Spherical Approximation (MSA) developped for the ion-dipole mixture has 

been used as a reference fluid for describing the vapor-liquid equilibria of the H20-NaCl 

system. Comparison with experimental data reveals that the H20-NaCl mixture cannot be 

modelled solely by the MSA ion-dipole model. Discrepancies have been significantly 

reduced by taking into account NaCl ion pair formation in vapors at all temperatures and 

in high-temperature liquids (T > 387°C). Furthermore, a van der Waals interaction term 

must be included at low temperatures (T < 387°C) for correcting the predicted NaCl mole 

fraction in aqueous solutions by the MSA, which are too high when compared to 

experimental data. The model has been fitted in the 100°-500°C temperature range, and is 

shown to be partly valid at higher temperatures for NaCl mole fractions below 0.3. This 

model provides insights on the relative effects of electrostatic interactions (ion-ion, ion

dipole, dipole-dipole) and NaCl ion pair formation on the vapor-liquid equilibria of the 

H20-NaCl system. 
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INTRODUCTION 

The HzO-NaCl system plays an important role in geological processes. Of major 

importance is the liquid-vapor immiscibility of saline fluids at high pressures and 

temperatures, that occurs in geothermal systems. In particular, the formation of ore 

deposits is controlled to a large part by the large solubility difference between a saline 

liquid and steam (the formation of porphyry copper deposits, for instance). However, the 

HzO-NaCl system represents one of the most difficult system to tackle, as it is is 

characterized by complex intermolecular and interionic interactions. A solution to such a 

complex problem can only be approached by using simplifications. The first one is to treat 

electrolyte solutions as a system of electric charges (the ions) embedded in a continuous 

dielectric continuum (the solvent). This approximation is the starting point of the 

numerous excess Gibbs energy models, that have been developped for electrolyte 

solutions. These models include a Debye-Hückel term, which describes the ionie effects at 

infinite dilution. But, more or less empirical correcting terms must be incorporated for 

extending the application range to higher salinities (PITZER et al., 1984). Such a model is 

based on a virial-type expansion and is successful up to 300°C and for NaCl molalities 

below 6 molal. Attempts have been done to extend the PITZER model to higher 

temperatures (450°C) and more saline compositions (PITZER and SIMONSON, 1986; 

PABALAN and PITZER, 1990), but models based on the continuum approximation 

clearly show their limits for the wide range of conditions encountered in geological 

processes. The other possibility is to treat the solvent and electrolytes in a more 

symmetrical way, i.e. as a mixture of interacting spheres. First attempts are based on the 

van der Waals and other cubic equations of state (BOWERS and HELGESON, 1983; 

S0REIDE and WHITSON, 1992). Most of these studies leads to rather complex 

empirical relations containing a high number of fitting parameters. The most difficult step 

is clearly the description of long-range electrostatic interactions. As a result, equations of 

state, that are developped for electrolyte solutions, are most successful for conditions 

where ions are absent. An illustration of this is given by the equation of state of PITZER 

and PABALAN (1986) for modelling the NaCl solulibility in steam up to 300°C. It is 
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simply based on an equation of state for a two-component imperfect gas, adapted for 

describing the successive hydration of the NaCl ion pair in the steam. Another example is 

provided by the equation of state of ANDERKO and PITZER (1993), where the H20-

NaCI system is modelled by a mixture of dipolar hard spheres for temperatures above 

300°C. Such an approach is indeed valid, as the larger part of Na+ and CI- ions associates 

to form ion pairs at these high temperatures. This equation of state agrees weil with 

experimental data, but cannot be extended below 300°C. In this paper, a new equation of 

state is proposed for the H20-NaCI system, that considers explicitely the presence of ions 

in the system. Recent advances in statistical mechanics and computer simulation provide 

the tools for reaching this goal. Two main ways have emerged. The first one is based on 

the "pertubation theory", whereas the second one uses "integral equations". In the 

pertubation theory, a well-known idealized theoretical fluid is chosen as the reference 

fluid, and departures between the real system and the reference fluid are described by a 

series of terms calculated with the help of the pertubation theory (PRAUSNITZ et al., 

1986). Such an approach has been used for describing the thermodynamic properties of a 

mixture of dipolar hard spheres (STELL et al., 1972, 1974; RUSHBROOKE et al., 

1973). The reference fluid is a mixture of hard spheres (BOUBLIK, 1970), and 

pertubation terms are calculated by considering two-body and three-body interactions. 

Such a model has been used in the equation of state of ANDERKO and PITZER (1993) 

cited above. The second way is based on integral equations. These are equations that 

describe exactly the influence of ali surrounding particules on two interacting particules 

(FERNANDEZ-PRINI, 1992). Approximations must be used for solving integral 

equations. The Mean Spherical Approximation (MSA) is one of these approximations. 

The great advantage of this approximation over other approximations is that it yields 

analytical expressions. Other approximations, which are more realistic, are only solvable 

by numerical procedures (such as the HyperNetted Chain Correlation). The MSA solution 

for the ion-dipole mixture has been developped in a series of papers (ADELMAN and 

DEUTCH, 1974; BLUM and WEI, 1987; HOLOVKO and PROTSYKEVICH, 1987; 

HOYE and LOMBA, 1988; HOYE et al., 1988; PIZIO et al., 1988; VERICAT and 
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BLUM, 1980; WEI and BLUM, 1987). Up to now, there is only one quantitative 

application of the MSA model to the H20-NaCl system. This is the equation of state of 

LVOV and WOOD (1990) for calculating the density of aqueous, liquid-phase NaCl 

solutions. It can be applied at temperatures from 0°C to 700°C and at pressures between 1 

bar and 10 kbar. The interest of such an equation of state is its ability to reproduce 

accurately experimental data with a few number of èmpirical parameters The same 

theoretical equation is proposed here for describing liquid-vapour phase equilibria of the 

H20-NaCl over a wide range of conditions (100°C < T < 700°C, and for NaCl 

composition up to the halite saturation). 

THEORY. 

The Mean Spherical Approximation. 

An ideal fluid composed of ionie and dipolar hard-spheres is considered as the 

reference fluid for describing the thermodynamic properties of the H20-NaCl system. The 

diameter ( O"d) of the dipoles is different from that of the ions, but anions and cations are 

assumed to have the same size (0"+=0"-). The more realistic MSA solution for different 

sizes of cations and anions has been recently developped, but the equations are more 

complex (BLUM and WEI, 1987; WEI and BLUM 1987; HOLOVKO and 

PROTSYKEVICH, 1987). Thus, the present model is a compromise between simplicity 

and reality. 

In this idealized mixture, only four types of intermolecular forces are considered between 

two particules i and j separated by a distance r : 

- hard sphere repulsion between two particles i and j : 

Uij (r) = 0 for r >cr, 

and Uij (r) = oo for r < 0", 

where 0"= ( O"i + q) /2, 

- coulombic interaction between two ions i and j : 

Uij (r) = e2 1 ê() r, 
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where e is the elementary charge, and ê() is the vacuum permittivity; 

- electrostatic interaction between an ion i and a di pole j : 

Uij (r) = Jlj ecos 8/ eo r2, (3) 

where e is the angle between the di pole moment and the line joining i and j; and Jlj is the 

di pole moment of the dipolar hard sphere; 

- electrostatic interaction between two dipoles i and j : 

Uij (r) = - Jli Jlj (2 COS 8i COS 8j- sin 8i sin 8j COS ((/Ji- (/Jj) ) / êO r3, ( 4) 

where 8ï, 8j, </Ji and </Jj are angles describing the orientation of the dipoles i andj (WU et al., 

1994). 

Statistical mechanics provides several methods for estimating the thermodynamic 

properties of a fluid mixture from the knowledge of the Uij pair potentials (PP) of the syst~~· 

The MSA is one of these methods. The MSA can be decomposed in two main steps. At first, 

the gij radial distribution function (RDF) between two particules i andj is derived from the 

knowledge of pair potentials Uij· Then, the thermodynamic properties of the mixture are 

calculated from the gij RDF. 

The derivation of the gij RDF from the Uij PP is one of the basic and difficult problem of 

the statistical mechanical theory of fluids, and approximations must be used. The MSA 

theory uses a method, based on the so-called "integral equations" for deriving the gij RDF 

from the Uij PP. This method is here briefly described by considering successively the cases 

of the perfect gas, a dilute fluid and finally a dense fluid. 

In the absence of intermolecular forces, the gij RDF is sim ply equal to 1. 

gij (r) = 1. (5) 

In a dilute fluid, a remarkable simple relation between the RDF and the PP between two 

particules i andj can be derived (GOODSTEIN, 1975): 

gij (r) =exp (- j3 Uij (r) ), (6a) 

wherejJ = 1/kT, (6b) 

and k is the Boltzmann constant. 

This approximation is effectively valid in very dilute electrolyte solutions, where an ion is 

surrounded by a cloud of counterions. The same relation is indeed developped in the Debye-
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Hückel theory. When Uij (r) is small when compared to the product kT (i.e. when the 

molecules are far away), Eq. (6a) can be further simplified by linearizing the exponential 

function: 

gij (r) = 1- f3 Uij (r). (7) 

Eq. (6a) is no more valid in dense fluids, and the influence of neighbouring particules to a 

pair (i-j) must be taken into account. A way of achieving this is to decompose the gu RDF 

into three contributions : 

gij (r) = 1 + Cij (r) + gind (8) 

The first term, equal to one, is simply the contribution of a mixture of non-interacting 

molecules (Eq. (5)). The second term, given by the Cij function, describes the direct 

influence of the Uij PP on the gij RDF. Cij is called the direct correlation function (DCF). The 

third term, denoted gind, describes the indirect influence of the Uij PP to the gij RDF through 

all neighboring particules. It is worth to note that in a dilute fluid, gind is neglectable. The 

gind contribution can be further explicited, as it is done in the exact Omstein and Zernike 

(OZ) equation : 

gij (r) = 1 + Cij (r) + L Pk J [gik(r,r')-1] Ckj(r,r')dr', (9) 

where the gind term is calculated by a convolution of the Ckj DCF with the gik RDF minus 

one. The summation is made over ali kinds of k particules surrounding the i-j pair with the 

density Pk (in this study, k is either an ion or a dipole). The OZ equation is an integral 

equation, which contains two unknowns (the gij RDF and the Ci} DCF). Thus, additional 

relations are required for solving the OZ equation and calculating the gij RDF. The most 

evident relation is the following : 

gij (r) = 0 for r <(ji}· (10) 

This condition is simply a consequence of the impenetrability of hard spheres representing 

the particules. For the case r > (ji}, another assumption must be stated. One possibility is to 

assume that the Cij DCF is a function of the Uij PP in the same way for a dense fluid than for 

a dilute fluid. Therefore, by identifying the corresponding terms in Eq. (7) for a dilute fluid 

and Eq. (8) for a dense fluid, the following relation is obtained: 

Cij (r) =- j3 Uij (r) for r > O'ij. (11) 
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This approximation strictly holds for r -> oo and is most questionable in the intermediate 

region, where Uij (r) reaches its potential depth. But, the great advantage of this 

approximation over other approximations is that it gives expressions that can be solved 

analytically. For this reason, this approximation, commonly referred to as the Mean 

Spherical Approximation (MSA), looks attractive. Analytical expressions for the gij RDF 

have been derived respectively for the ion-ion, ion-dipole and dipole-dipole pairs (PIZIO et 

al., 1988). 

Any thermodynamic property of the mixture can be calculated from the gij RDF. The 

equation relating the excess internai energy to the RDF is usually used (FERNANDEZ-

PRINI, 1992): 

uex =112V L Ni Nj f Uij (r) gij (r) dr. (12) 

Other thermodynamic properties are then calculated by adequate differentiation or 

integration of uex. 

The equation of state 

The equation of state for the ion-dipole mixture is formulated by means of an analytical 

expression of the Helmholtz Free Energy (HFE) and is split into two contributions : 

(14) 

The first term (AhS) takes into account the repulsive forces between hard spheres, 

whereas the second one describes the influence of ion-ion, ion-dipole and dipole-dipole 

interactions. The A hs HFE of a mixture of hard spheres is given by the BOUBLIK 

equation of state (1970). The complete equations for calculating AMSA are given in 

LVOV and WOOD (1990), and in THIÉRY et al. (submitted). Ail thermodynamic 

properties have been obtained by analytical differentiations of the Helmholtz free energy 

with respect to the temperature, molar volume and composition. Derivatives up to the 

fourth order are calculated analytically by using a software package (THIÉRY, under 

press) for differentiation and thermodynamic calculations. This was necessary because of 

the length and complexity of the mathematical expressions. The MSA for the ion-dipole 

mixture is charactelized by a few number of physical parameters (the di pole moment, the 
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diameter of the di pole and the ion, and the valence of the salt) that must be fitted in order 

to get a good agreement with experimental data. 

PROCEDURE FOR THE DETERMINATION OF THE PARAMETERS. 

The first step is the evaluation of the parameters for the water. Only two parameters 

can be adjusted. These are the dipole moment and size. The same procedure usually used 

for the van der Waals equation of state can be a pp lied. Values of the di pole moment (Jl) 

and size (ad) have been obtained by solving the conditions for a critical point at 

T= 374.1°C and P = 221 bar. 

Avv = 0, and 

Avvv =O. 

(15a) 

(15b) 

where A vv and A vvv are repectively the second-order and the third-order of the 

Helmholtz free energy with respect to the molar volume V. Solving of this nonlinear set of 

equations yields the following values: J1 = 2.243 Debye and O"d = 2.331 Â. These values 

are in good agreement with values obtained experimentally. The dipole moment for the 

H20 molecule is 1.85 Debye, but the formation of hydrogen bonds modifies the dielectric 

properties of water (HASTED, 1972). A value of 2.45 Debye is commonly cited at 0°C 

(HASTED, 1972). A good reproduction of the saturation properties of pure water is 

required. There is the choice to fit either the dipole moment (Jl), either the diameter of the 

di pole (ad), or both. The di pole moment and the di pole diameter have an antagonist 

influence. An increase of the saturation pressure for a given temperature is obtained when 

the di pole moment is decreased or when the dipole diameter is increased. In this study, we 

have chosen to keep the dipole diameter to the constant value of 2.331 Â and to fit the 

dipole moment. This choice is partly justified by the fact that the dipole moment does 

decrease with the temperature, as more and more hydrogen bonds are broken when 

heating the system (HASTED, 1972). The third parameter to ad just is the diameter of the 

ion. But contrary to the the water, there is no solid criterion for estimating a value for the 

ionie diameter. The first idea would be to adopta mean value for the crystallographic radii 

of the Na+ and CI- ions. Values for the diameter of Na+ and CI- are respectively 0.9 and 
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1.81 A, giving a mean value of 1.35 A. Another way would be to consider the 

thermodynamic properties of pure NaCl, although they are not weil known. LVOV and 

WOOD (1990) followed this way. They used an ionie diameter between 2.6 and 3.0 A, as 

the MSA equation of state for pure salt was found to reproduce well the volumetrie data 

for molten NaCl when a value of 2.6 A was used (LVOV and WOOD, 1990). Another 

possibility is to estimate the ionie diameter from the critical temperature of Na Cl. The ratio 

of the critical temperatures of the salt (Tci) and dipolar component (Tcd) is inversely 

proportional to the size of the ion (THIÉRY et al., submitted). With the values cited above 

(J1 = 2.243 Debye and ad= 2.331 A), this yields: 

Tci !Tcd = 20.280/ai (ai in A). (16) 

Actual estimations of the ratio of the critical temperatures of NaCI and H20 are about 6 

(HARVEY, 1991), thus leading to an ionie diameter of 3.38 A. A systematic study of the 

influence of dipole moment, sizes of the dipoles and ions on fluid phase equilibria for the 

ion-dipole mixture has been made (THIÉRY et al., submitted). For a fixed dipole moment 

and size (J.l = 2.243 Debye and ad = 2.331 A), different types of phase diagrams are 

obtained when the ionie diameter is modified. This can be best visualized on a global 

phase dia gram, where an excerpt is given in Figure 1 in the space of the (a 1, 0:2) 

parameters. The 0:1 parameter is a dimensionless quantity related to the strength of the 

di pole. For a salt of valence 1-1, 0:1 is defined by : 

0:1 = 0.0365384 p2 Oïl ad3, 

where J.l is in Debye, CJi and CJd are in A, 

and 0:2 is the ratio of the diameter of the dipoles and ions: 

0:2 = CJ'd 1 CJ'i. 

(17a) 

(17b) 

The 0:1 parameter is related to the ratio of the critical temperatures of ionie and polar 

components (Thiéry et al., submitted) by: 

Tci !Tcd = 0.34915910:1. (18) 

The dotted curves in Figure 1 separate the different types of phase diagrams following the 

nomenclature of V AN KONYNENBURG and SCOTT (1980). Type II systems are 

characterized by a continuous critical curve connecting the critical points of dipolar and 
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ionie components. Liquid-liquid immiscibility occurs at lower temperatures, but is most 

often metastable because of the solidification of a salt. Conversely, type III systems are 

characterized by a discontinuous critical curve. The critical curve starting from the ionie 

component runs to high pressures, whereas the critical branch starting from the polar 

component terminates on a liquid-liquid-gas curve. Type IV systems are similar to type II 

systems, except that the critical curve is interrupted by a three-phase liquid-liquid-gas 

curve. Type IIIm is a variant of type III systems, that is characterized by a pressure 

maximum and minimum on the critical curve. The solid curve in Figure 1 represents the 

possible different values for the ionie diameter, when the dipolar moment is set to 2.243 

Debye and the dipole diameter is set to 2.331 A. As it can be seen on Figure 1, very 

different types of phases diagrams are obtained for different values of the ionie diameter. 
--

For low ionie diameters ( <J'i below 4.5 À), type III, type IIIm and type IV are observed. 

Such types of phase diagrams are very different from the H20-NaCl, which is a type II 

system. Type II systems are obtained for ionie diameter between 4.7 and 7 A. However, 

the corresponding ratios of the critical temperatures are between 3 and 4. Such ratios are 

too low, and it would lead to problems for fitting the critical curve of H20-NaCI. The 

critical pressure maxima would indeed occur around 800°C. A decrease of the critical 

pressure would be calculated for temperatures above 800°C, and this decrease occurs 

probably at much higher temperatures. Th us, a compromise must be made, and a constant 

value of 4.5 A has been chosen. The ion-dipole mixture is then of type IV, but the liquid

liquid-gas curve is limited to only a few tenths of degrees near the critical point of water. 

Therefore, it is barely distinctable on the calculated phase diagrams. The ratio of critical 

temperatures is above 4.5, which is a reasonable value. LVOV and WOOD (1990) have 

used an ionie diameter which is a complex function of the temperature, the density and the 

composition. This alternative is not pushed away, but will be discussed later. 

A first comparison with the MSA equation of state with P-T-x-y experimental data of 

liquid-vapor equilibria is shown in Figure 2. These first attempts reveal clearly that the 

sole use of the MSA is not appropriate for reproducing the experimental data. -At low 

temperatures (for example, at 200°C), the MSA model overestimates significantly the 
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NaCl mole fraction of the liquid, whatever the diameter of the ion. Moreover, liquid

liquid-gas immiscibility occurs if the ionie diameter is too low ( <Jï = 2.5 A, for example) 

or too large ( <Jï = 5 À). The situation is more problematic at high temperatures (at 500°C, 

for example). Significant discrepancies appear between the calculated NaCl mole fractions 

with experimental data, both in the liquid and the vapeur. The MSA model predicts a very 

low amount of ions in the vapeur (yNaCl below w-5) and in the liquid. A better agreement 

with liquid composition can be obtained ( Œi = 4.0 À), but in this case, the pressure is 

strongly overestimated in the critical region. Moreover, Figure 2 shows too that the use of 

variable ionie diameter as done by LVOV and WOOD (1990) would not be sufficient for 

obtaining a good agreement with the experimental data. Ail of these observations suggest 

that sorne essential features of the H20-NaCl system do lack in the present model. At the 

present stage of the development of the system, the most questionable point is the absence 

of ion pair and larger clusters. At supercritical temperatures, NaCl behaves as a weak 

electrolyte, as it has been demonstrated by conductometric measurements (FRANCK, 

1956; QUIST and MARSHALL, 1968; MARSHALL, 1990). The dielectric constant of 

the fluid decreases dramatically when the molar volume or temperature are increased. This 

decrease of the dielectric constant favors the formation of ion pairs (HELGESON et al., 

1981). Thus, for liquids above 300°C and for vapors at ali temperatures, NaCl ion pair 

becomes the dominant species over Na+ and CI- ionie species. Thus, the discrepancies 

observed at high temperatures are not surprising and can be only reduced by taking into 

account the formation of ion pairs. This could explain wh y the liquid and vapeur phases 

are more enriched in NaCl than predicted by the MSA theory. The NaCl ion pair is a 

strong dipole, and therefore, this new species should be added in the ion-dipole mixture. 

At lower temperatures, the situation is different. Below 387°C, the MSA theory predicts 

indeed a larger solubility of NaCl in the aqueous liquid phase than experimental data. 

Below 300°C, NaCl dissociates in a large part to give free Na+ and CI- ions in the 

solution. For saturating liquids at infinite dilution, the association constant is 0.15 at 

300°C and -1.0 at 200°C (QUIST and MARSHALL, 1968). Therefore, it is clear that 

hydrogen bonds and dispersion forces play an important role at low temperatures; but, 
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their influence on the Na Cl solubility is difficult to estima te. The solvation of ions by 

water molecules and the dispersion forces would enhance certainly the solubility of ions in 

the aqueous solution. In the other way, the network of water molecules formed by the 

hydrogen bonds should probably hinder the transfer of NaCl in aqueous solutions. Ail of 

these phenomena should be taken into account in the model for obtaining a satisfactory 

agreement with experimental data. 

The consideration of ion pairs in our model is not a simple work. First, a second 

dipolar component must be added into the binary ion-dipole system, and a chemical 

equilibrium must be considered at each step of the iterative liquid-vapour phase equilibria 

calculations. This complicates a lot the calculations. Secondly, the solution for a mixture 

of two types of dipoles and ions has not been developped in the MSA and would probably 

lead to more complex equations. Ail of these reasons push us to try to search a simpler 

solution. This can be achieved by assuming that the NaCl ion pair can be described by a 

dipole of 2.243 Debye like the H20 molecule. Obviously, this is wrong as a value of 9 

Debye has been estimated for the dipole moment of the NaCl ion pair (McCLELLAN, 

1963-1989). However, water molecules solvate the ion pair (PITZER and PABALAN, 

1986), and this hydration decreases probably the strength of the electrostratic field around 

the NaCl ion pair. But, the greater advantage of our assumption is that calculation of 

chemical equilibria can be avoided. The complex problem of a liquid-vapour equilibria 

calculation in the ternary system (Hzü, NaCl ion pair, and dissociated NaCl) is replaced 

by a simpler problem in the ion-dipole mixture. The association of Na+ and CI- ions is 

treated a posteriori. Once a liquid-vapour equilibria has been solved for the ion-dipole 

mixture, the "true" compositions of HzO, dissociated NaCl and ion pairs can be calculated 

from the mole fractions of the dipole and ionie components by using the relations : 

z (H20) = 1- Zi- 4 K Zi2, (19a) 

z (NaCl, undissociated) = 4 K zP, (19b) 

z (NaCl, dissociated) = Zi• (19c) 

z (NaCl, total) = Zi ( 1 + 4 K Zi). (19d) 
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where K is the association constant, expressed on a mole fraction basis, and Zi denotes the 

mole fraction of ions (ZNa + = zcr = z/2). 

As described above, the MSA equation predicts below 387°C a larger NaCl solubility 

in saturated liquids than measured for H20-NaCl fluids. This discrepancy between the 

model and experimental data is certainly due to hydrogen bonds and dispersion forces. As 

there is no firm guideline for describing these types of molecular interactions, a simple 

van der Waals attraction (AvdW) term has been chosen. Thus, Eqn. (14) for the Helmholtz 

free energy must be modified as follows: 

A =Ahs +AMSA +AvdW, 

where AvdW =-a 1 V. 

The van der Waals parameter (a) is a function of the fluid composition: 

(20a) 

(20b) 

a= Xdipali adipale + 2 Xdipale Xian aian-dipale + Xiai aian. (21) 

where Xian and Xdipale are the mole fractions of ions (Na+ and CI-) and dipoles. 

As the properties of water are modelled by the MSA equation for a pure dipolar fluid, the 

van der Waals attraction term for the dipolar component must be set to zero: 

adipale =O. 

As a consequence, the mixing term for ion-dipole interactions is equal to zero too : 

aian-dipale = O. 

(22a) 

(22b) 

Thus, there remains only one fitting parameter, which is the van der Waals parameter for 

the ionie component (aian). 

EVALUATION OF THE PARAMETERS. 

In the last paragraph, it has been shown that additional equations are necessary with 

the MSA equation in order to describe the liquid-vapor equilibria of the H20-NaCI 

system. Now, it is possible to evaluate the fitting parameters, which are the dipole 

moment (jl), the ion association constant (K) and the van der Waals attraction term (aian). 

Two different temperature ranges have been considered for the adjustement of the 

dipole moment. For temperatures below 374°C, the dipole moment has been obtained by 

fitting the calculated saturation pressure to experimental.data (HAAR et al., 1984) : 
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Jl/f.lc = 1 - 0.1204 8- 0.26051 èf2 -0.44201 o3 -0.3454 84, 

where 8 = (T-Tc)!Tc. 

(23a) 

(23b) 

For supercritical temperatures (T > 374°C), the dipole moment has been obtained by 

fitting the calculated critical pressure with experimental data of BISCHOFF (1991) and 

extrapolated values from TANGER and PITZER (1989). The following relation has been 

obtained: 

Jl/f.lc = 1 + 0.11679 8- 1.1123 èf2 + 1.3661 83. (24) 

The dependence of the dipole moment as a function of the temperature is given in Figure 

3. The dipole moment increases slightly for temperatures between 374°C and 380°C, and 

then decreases. A linear dependence with the temperature is observed at higher 

temperatures. As shown in Figure 3, our approach is not entirely satifactory. A_ 

discontinuity is observed at the critical point of water, and the increase of the dipole 

moment just above the critical point is problematic. It is worth to note that the model is 

very sensitive to the value of the dipole moment, and the use of a smoother function 

would lead to a significant degradation of the model. The calculated and experimental 

H20-NaCl critical curve is shown in Figure 4. As expected, good agreement is obtained 

on the pressure-temperature plot, but the predicted critical NaCl mole fraction is strongly 

underestimated. This discrepancy increases with the temperature and is due to the non-use 

of association constants describing the ion pair formation at the present stage of the 

model. 

The P-T-x-y experimental data for H20-NaCl, that have been compiled by BISCHOFF 

and PITZER (1989) and HAAS (1976), have been used for the adjustements of the 

association constants and van der Waals term. First, association constants have been 

estimated by considering discrepancies between the calculated and experimental NaCl 

mole fractions at high temperatures (T > 387°C): 

K = (z (NaCl,total) 1 z (NaCl,diss.)- 1) 1 (4 z (NaCl,diss.)), (25) 

where z (NaCl,total) is given by the experimentally measured NaCl mole fraction, and 

z(NaCl,diss.) is calculated by the MSA for the ion-dipole mixture. Association constants 

depend on the temperature, density and composition of the solutions, and the problem is 
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to find a suitable formulation. Ion pair formation occurs when the constant dielectric 

decreases (HELGESON et al., 1981). Thus, association is expected to increase 

dramatically with the temperature and to decrease with the density of the fluid phase. As 

shown by FRANCK (1956), and by MARSHALL and QUIST (1967), ion pair formation 

in aqueous solutions is accompanied by a net release of water molecules, as ion pairs are 

less hydrated than both ions: 

(Na+)H20p + (CI-)H20q = (NaCl)H20m + n H20, (26) 

where p, q, and mare the hydration numbers of Na+, CI- and ion pair NaCl, and n is the 

number of water molecules released during ion pair formation. 

Thus, an association constant K 0 should be used : 

K 0 = aNaCl (aHzO)n 1 (aNa+ acr), (27) 

where aNaCl, aHzQ, aNa+ and acr refer to the activities of the different species. 

Mter sorne transformation, Eqn. (27) can be written as (MARSHALL and QUIST, 1967): 

log K' =log K 0
- n log aHzO, (28) 

where K' is the association constant at infinite dilution of electrolyte. 

When the association constant is expressed on the molarity unit basis as suggested by 

MARSHALL and QUIST (1967), the H20 activity can be replaced by the H20 molarity 

(CHzo): 

log K' = log K 0
- n log (CHzo). (29a) 

When K' and K 0 are expressed on the molality basis, Eqn. (29a) becomes to : 

log K' =log K 0
- (n-1) log (CHzO) +log (MHzo), (29b) 

where MHzO is the molar weight of H20 (MHzo= 18 g/mol). 

Conductometric measurements of aqueous solutions of QUIST and MARSHALL (1968) 

reveal that association constants at infinite dilution for temperatures between 0°C to 800°C 

and for densities below 0.80 g/cm3 could be fitted by Eqn. (29b) with a K 0 constant, that 

is independent of the density and of the dielectric constant. Th us, the availability of water 

molecules in the system has a large influence on the value of the association constant. A 

plot of the logarithm of the fitted association constant (on the molality basis) for the vapor 

as a function of the logarithm of the H20 molarity is given at 500°C in Figure 5B. A 
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straight line is obtained with a slope of -11.7, which corresponds to an hydration number 

of 12.7. This latter number agrees quite well with the value of 10.2 given by QUIST and 

MARSHALL (1968), or with the value of12 estimated by WOOD et al. (1984) at 300°C. 

However, as seen in Figure 5B, large errors between the association constants at-infinite 

dilution determined by MARSHALL and QUIST (1967) and in this study occur at 

densities below 0.1 g/cm3 and above 0.3 g/cm3 (up to a factor 2 at 1 g/cm3). Although 

our model is based on sorne physical reality, discrepancies are still large. As a 

consequence, it would be possible to use directly the association constants of 

MARSHALL and QUIST (1968) with our model, but this would lead to a poor agreement 

with the experimental data. Moreover, an activity coefficient model should be used for 

NaCl-containing fluids in order to calculate the proportion of ion pairs from the mass 

action law, and the calculation of activity coefficients in electrolyte solutions is not a 

simple problem too. For all these reasons, it has been preferred to treat the association 

constants as a fitting parameter. It is worth no ting that our K association constants are not 

true reaction constants, as they incorporate the effects of activity coefficients. For a given 

temperature, it was found that the K constant could be represented by a function like: 

log K =A+ B log (77), (30a) 

where 11 is a reduced density: 

11 = (xd bd+ Xi bi) 1 (4V), (30b) 

bd and bi are the covolumes of the dipolar and ionie components in the system: 

bd= 2/3 1t Na Œd3, and (30c) 

bi = 2/3 1t Na Œi3. (30d) 

where Nais the Avogadro number, and Vis calculated by the MSA equation of state for 

the ion-dipole mixture. 

A plot of the logarithm of the K association constants (on the mole fraction basis) with 

respect to the logarithm of 11 is given in Figure 5C. Two distinct lines are obtained for the 

liquid and the vapor. 

For the vapour phase, association constants Kc (on the mole fraction basis) have been 

regressed as follows : 
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T< 387°C, 

log KG= 91.536- 0.1638 T + (32.051 - 0.07384 T) log Tf, 

T> 387 °C, 

log Kc = -29.548 + 0.019683 T + (-29.063 + 0.018585 T) log Tf, 

(31a) 

(31b) 

Following relations have been found for the association constants KL in the liquid phase: 

T<387°C, 

log KL = -oo, 

T> 387°C, 

log KL = -14.9541 - 15.261 1 (T-660) + 0.012944 T 

+ ( -17.3808- 12.4171 (T-660) + 0.014786 T) log Tf. 

(31c) 

(31d) 

For temperatures above 387°C, an interpolation function has been used in order to ensure 

a smooth transition in the critical region between the vapor and liquid. 

a= 1 + (tanh (10 (log(77) -log(Tfc) ))) 1 2, (32) 

where log(77c) is equal to -1.095. 

a takes a value between 0 (for a liquid-like phase) and 1 (for a vapour-like phase). 

Once an association constant has been calculated, the "true" NaCl mole fraction is 

calculatedby: 

z (NaCl,total) = z (NaCl diss.) ( 1 + 4 K z (NaCl diss.) ). (33) 

where z denotes either the NaCl mole fraction in the liquid or in the gas and K is 

calculated by Eqns (31 a,b) for a vapor or by Eqns (31 c,d) for a liquid. 

Ionization fraction F can be estimated by using the relation : 

F = z (NaCl diss.) 1 z (NaCl,total), i.e. 

F = 1 1 ( 1 + 4 K z (NaCl diss.) ). 

(34a) 

(34b) 

A comparison of our association constants at infinite dilution with those of QUIST and 

MARSHALL ( 1968) is given in Figure 6. At temperatures above 400°C, our mo del 

underestimates the K 0 association constants in solutions at infinite dilution and for a 

density of 1 g/cm3 by a factor of two when compared to the constants of QUIST and 

MARSHALL (1968). But both association constants follow the same trend as a function 

of the temperature. The predicted hydration number n decreases with the temperature from 
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15.4 at 400°C to 12.7 at 500°C. These values are larger than the value of 10.2 estimated 

by QUIST and MARSHALL (1968). Our association constants are in good agreement 

with values of QUIST and MARSHALL (1968) for densities between 0.2 and 0.3 g/cm3 

(see Figure 5B). Below 400°C, major discrepancies are observed between our model and 

association constants of QUIST and MARSHALL (1968). The values of log(Ko_) increase 

strongly when the temperature is lowered. Overestimation of dissociation constants at 

infinite dilution up to a factor of 15 is observed for all densities. This alteration of the 

model is probably due to our approximation to neglect association in NaCl-rich saturated 

liquids below 387°C. 

Below 387°C, discrepancies between the MSA for the ion-dipole mixture and the H20-

NaCl system have been reduced by considering a van der Waals term (aion). Experimental 

data of HAAS (1976) for saturated liquids have been used for calculating the aion 

parameter at different temperatures. The dependence of the aïon parameter is given in 

Figure 7. As expected, aion tends to zero when the temperature approaches 387°C, but the 

sign of the aion term is negative. This is very different from usual mixtures of non-polar 

components, where ·the van der Waals parameters are al ways of positive sign. Th us, the 

van der Waals term cannot represent the effects of dispersion forces. Clearly, it is a 

correcting contribution to sorne deficiency of the model. The first explanation is that the 

MSA model does not not represent the thermodynamic properties of the ion-dipole 

mixture with sufficient accuracy. Such an hypothesis can only be tested by testing more 

elaborate models for the ion-dipole mixture. Another explanation would be that other 

molecular interactions, that are not taken into account explicitely in the ion-dipole model, 

do play an important role at low temperatures (T<390°C). This is the case of hydrogen 

bonds. Hydrogen bonds represent indeed an important part of molecular interactions in 

aqueous electrolyte solutions. They are considered in our model, but on a false basis. 

Indeed, hydrogen bonding in pure water is treated like dipole-dipole interactions. As a 

consequence, the values of the dipolar moment given by Eqn. (23a) include the effects of 

hydrogen bounds. The van der Waals term would thus representa correcting term to our 

present way of treating hydrogen bonding. The extent of hydrogen bonding diminishes 
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with increasing temperatures, and this is effectively observed in Figure 7, where the 

absolute value of aion decreases with the temperature. Such an hypothesis could be tested 

by including a more realistic term for hydrogen bonding in our model for pure water as 

proposed by JACKSON et al. (1988) and GREEN and JACKSON (1992). In Figure 7, it 

can be seen that the a ion parameter cannot be represented by a simple function of the 

temperature. Following expressions have been obtained for the aion parameter: 

for T > 387°C, 

aion = 0, 

for T between 300°C and 390°C, 

aion = -1382.3 + 6.7191 T- 0.010909 Tl+ 5.912e-3 13, 

forT between 100°C and 300°C, 

aion = 12.32- 0.069712 T + 7.8335e-5 Tl. 

RESULTS. 

(35a) 

(35b) 

(35c) 

Comparison of vapor-liquid equilibria calculated by our model with the smoothed 

experimental data reported by HAAS (1976) and BISCHOFF (1991) is given in Figures 

8, 9, 10, 11 and 12. In general, a good agreement is obtained with experimental data 

between 100°C and 500°C, although the equation of state is slightly less accurate than the 

equation of ANDERKO and PITZER (1991). Figure 13 shows vapor-liquid equilibria 

calculated by the model at temperatures above 500°C. The equation of state is extrapolated 

over the temperature range (100°C-500°), where the equation has been fitted. At these high 

temperatures, the only available experimental data are those of BODNAR (1985), that 

have been reviewed by CHOU (1987). First, it can be seen on Figure 13 that the equation 

of state is not extrapolable at 700°C and 800°C for pressures above 1000 bar. Extrapolated 

association constants yield indeed unrealistic NaCl mole fractions for saturated liquids, 

that are above 1. However, errors are limited to ± 0.1 in NaCl mole fraction for XNaCl 

below 0.5 above 1000 bars. The model underestimates salinities at high pressures 

(P > 1 OOObar) and overestimates them at lower pressures (P < lOOObar). The equation 

of state of ANDERKO and PITZER (1991) gives better results, when it is extrapolated 

Les systèmes eau-gaz-sels 

148 



above 500°C. This comparison reveals the limit of our model at these extreme conditions. 

Above 500°C, ionie species are almost absent, and therefore, the ANDERKO and 

PITZER equation of state is more appropriate. Moreover, other chemical reactions may 

become important in the H20-NaCl system above 500°C. 

CONCLUSION. 

This study is the application of a heavy theoretically-sound equation of state for 

modelling the liquid-vapor equilibria of the H20-NaCl system. This equation of state is 

derived from the .MSA theory for the ion-dipole mixture. First comparison of the MSA 

model with experimental data reveals clearly that the ion-dipole mixture cannot be used 

solely for reproducing the properties of the H20-NaCl system. Large discrepancies occur 

between the calculated and measured NaCl compositions for saturated vapours at all 

temperatures and for saturated liquids at high temperatures (T>387°C). These 

discrepancies can be eliminated by using an association constant for describing ion 

association. Association constants determined in this study have been compared with the 

association constants of QUIST and MARSHALL (1968). On the other side, at lower 

temperatures (T<387°C), the MSA equation predicts higher salinities in saturated liquids 

than measured in the H20-NaCl system. The incorporation of a simple van der Waals 

term in the Helmholtz free energy of the model allows one to reproduce the experimental 

data within experimental error. However, this van der Waals parameter is of negative 

sign, and this means means that this term does not represent the effects of dispersion 

forces, but is rather a correction to the defiency of the ion-dipole model for representing 

vapor-liquid equilibria at low temperatures (T<387°C). 

The equation of state reproduces experimental data with a good accuracy. However, it 

gives poor results, when it is extrapolated above 500°C. Ionie species are practically 

absent at these high temperatures. As a result, it is not surprising that the MSA equation 

for the ion-dipole mixture is not appropriate in such cases. 

The equation of state is based on two simplifying assumptions, that are discutable. The 

first one is that anions have the same size than cations; the second one is that the dipole 
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moment of ions pairs is the same than the dipole moment of water. Moreover, an arbitrary 

lirnit has been set arbitrarily at 387°C for the simplicity. Above this temperature, the van 

der Waals term has been set to zero; and below this temperature, no association reaction is 

taken into account in liquids. Refmements of the equation of state would certainly improve 

the results. However, at the present stage of development, this model provides already 

useful information on the thermodynamics of electrolyte solutions at the molecular scale. 
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LIST OF FIGURES 

Figure 1. A part view of the global phase diagram for the ion-dipole mixture in the MSA 

(THIERY et al., submitted) used for choosing a value for the ionie diameter. Parameters 

a1 and a2 are explicited in the text. The different types of phase diagrams are delimited by 

the dotted !ines. The solid line is the curve corresponding to the different possible choices 

for the ionie diameter, when a dipolar moment of 2.243 Debye and a dipole diameter of 

2.331 À are adopted for modelling the properties of water. Ratios of the critical 

temperatures and ionie diameter, which correspond to the a1 and a2 values, are indicating 

on the top and right axis. The solid square corresponds to the the ionie diameter ( CYi = 4.5 

À) chosen in this study. 

Figure 2. N (Pressure - NaCl mole fraction) diagram representing the saturation curves 

of aqueous NaCl solutions at 200°C. Isotherms are calculated for different ionie diameters 

(2.5 À, 3.5 À, 4.5 À and 5 À). Solid squares are smoothed experimental data reported by 

HAAS (1976). BI (Pressure- NaCl mole fraction) diagram for immiscib1e liquids and gas 

in equilibria at 500°C. Crosses are smoothed experimental data given by BISCHOFF 

(1991). The isotherms are calculated at 4.0 À, 4.5 À and 5.0 À for the ionie diameter and 

with a di pole moment J1 of 2.22 À and a dipole diameter CYd of 2.331À. 

Figure 3. The variation of the dipole moment as a function of the temperature. Solid 

circles and squares are values of the dipole moment determined respectively by fitting the 

(pressure-temperature) data for the H20 saturation curve and the H20-NaCI critical curve. 

Figure 4. N The critical curve calculated by the MSA mode! (dotted line) in a (pressure

temperature) diagram. Solid squares and filled circles are respectively experimental data 

reported by BISCHOFF (1991) and extrapolated values of TANGER and PITZER 

(1989). BI idem in a (temperature- NaCl mole fraction) diagram. 
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Figure 5. Al Liquid-vapour equilibria isotherm at 500°C in a (pressure - NaCl mole 

fraction). Crosses are smoothed experimental data of BISCHOFF (1991). The dotted line 

is the liquid-vapor immiscibility curve calculated by the MSA equation for the ion-dipole 

mixture. The solid line is the immiscibility curve obtained when the NaCl ion pair 

formation is taken into account. B/ Log-log plot of the ssociation constants (on the 

molality scale) against the H20 molarity. Crosses are the association constants determined 

along the vapor branch by using Eqn. (25). The points are aligned along a straight line. 

The dotted line is given by MARSHALL and QUIST (1967) and is plotted for 

comparison. Cl A log-log plot of the K constants (on the mole fraction scale) against the 

reduced density ry. Crosses are calculated by using Eqn. (25) and the smoothed 

experimental data ofBISCHOFF (1991). Points are aligned along two different lines, one 

for the vapor and the other for the liquid. 

Figure 6. Evolution of the parameters describing ion association as a function of the 

temperature. Filled squares are the logarithmic values of the K 0 association constants (on 

the molality scale) at infinite dilution and for a density of 1 g/cm3, that have been 

estimated from the data reported by BISCHOFF (1991). Empty circles are the hydration 

numbers. The straight line represent the smoothed K 0 values given by QUIST and 

MARSHALL (1968). 

Figure 7. The dependence of the aion parameter on the temperature, estimated by fitting 

the smoothed data reported by HAAS (1976) and BISCHOFF (1991). 

Figure 8. Comparison of the liquid-vapor immiscibility curve calculated from the 

equation of state with the smoothed data reported by HAAS (1976) in a pressure-NaCl 

mole fraction diagram at 100°C, 150°C, 200°C and 250°C. 
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Figure 9. Comparison of the liquid-vapor immiscibility curve calculated from the 

equation of state with the smoothed data reported by BISCHOFF (1991) in a pressure

NaCl mole fraction diagram at 300°C, 310°C, 320°C, 330°C, 340°C and 350°C. 

Figure 10. Comparison of the liquid-vapor immiscibility curve calculated from the 

equation of state with the smoothed data reported by BISCHOFF (1991) in a pressure

NaCl mole fraction diagram at 360°C, 370°C, 380°C and 390°C. 

Figure 11. Comparison of the liquid-vapor immiscibility curve calculated from the 

equation of state with the smoothed data reported by BISCHOFF (1991) in a pressure

NaCl mole fraction diagram at 400°C, 410°C, 420°C, 430°C and 440°C. 

Figure 12. Comparison of the liquid-vapor immiscibility curve calculated from the 

equation of state with the smoothed data reported by BISCHOFF (1991) in a pressure

NaCl mole fraction diagram at 450°C and 500°C. 

Figure 13. Extrapolation of the equation of state at temperatures above 500°C and 

comparison with the data of BODNAR (1985) recalculated by CHOU (1987) in a 

pressure-NaCl mole fraction diagram. N Solid line and empty squares refer to the 550°C 

temperature, dotted curve and filled triangles to the 600°C temperature, long-dashed curve 

and empty circles to the 650°C temperature, and the short-dashed line and filled squares to 

the 700°C temperature. Horizontal lines represent uncertainties of the experimental 

composition of liquids. BI Solid line and filled cü·cles refer to the 700°C temperature. and 

the dotted and empty squares to the 800°C temperature. 
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CHAPITRES 

Les hydrates de gaz. 
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Résumé 

Les hydrates de gaz sont des composés solides composés d'eau et de gaz 

(méthane, dioxide de carbone, azote, ... ) se formant à basse température 

(T < 30°C en général) et sous de fortes pressions (P > 1 bar). De telles 

conditions se réalisent en particulier dans les inclusions fluides lors de leur étude 

par microthermométrie, et dans les sédiments des marges continentales. Le but de 

ce chapitre est de montrer l'intérêt de la modélisation thermodynamique des 

hydrates de gaz dans ces deux cas. Si de telles applications aussi concrètes et 

directes pour la géologie peuvent être abordées maintenant, c'est que la 

modélisation des hydrates de gaz a atteint un stade très avancé grâce au cadre 

théorique fourni par van der Waals et Platteuw (1959). Van der Waals et Platteuw 

(1959) ont en effet donné les bases théoriques solides, dérivées de la mécanique 

statistique et sur lesquelles sont construits les modèles thermodynamiques 

(Dubessy et al., 1992; Bakker et al., 1996) pouvant décrire les conditions de 

stabilité des hydrates de gaz dans les fluides naturels. 

Le premier volet de ce chapitre concerne les hydrates de gaz dans les inclusions 

fluides. La température de dissociation des hydrates de gaz en l'absence de liquide 

hydrocarbonée est fonction : 

• de la salinité globale de l'inclusion (1), 

• de la densité de la bulle de gaz (2), 

• et de la fraction volumique de la bulle de gaz dans l'inclusion (3). 

Une bonne connaissance des conditions de dissociation des hydrates de gaz grâce 

à la modélisation permet donc d'estimer les paramètres (1) et (2) cités ci-dessus. 

Le deuxième volet de ce chapitre concerne les hydrates de gaz marins présents 

dans les sédiments de marge continentale, comme l'a confirmé le Leg ODP 164 

(Ocean Drilling Program) sur le Blake Outer Ridge (à 700 km au large de la côte 

SW des Etats-Unis). Ce leg confirme également que la distribution des hydrates 
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de gaz est d'abord contrôlée par leurs conditions de stabilité. Les hydrates de gaz 

ne peuvent être présents que lorsque les conditions de température, pression sont 

favorables et lorsque le méthane est présent en quantité suffisante. De nombreuses 

données (températures in-situ, régime de pression, nature et composition des 

fluides interstitiels) ont été recueillies lors de ce leg, et leur interprétation nécessite 

l'utilisation de modèles thermodynamiques. Les principaux résultats (Thiéry et al., 

soumis) sont les suivants: 

• l'analyse des anomalies en chlore dans les eaux interstitiels indique que les 

hydrates de gaz sont présents entre 190 et 450 mètres en dessous du fond de la 

mer à des concentrations moyennes comprises entre 1.5 et 3 % du volume total 

des sédiments. 

•la nature du Bottom Simulating Reflector (BSR), un réflecteur souvent observé 

sur les profils sismiques des marges continentales, a été confirmée sur le Blake 

Outer Ridge. C'est un réflecteur provoqué par la présence de gaz libre situé juste 

en dessous des couches les plus profondes à hydrates de gaz. 

• les hydrates de gaz se forment dans les pores interstitiels et réduisent la 

perméabilité des sédiments. Des fractionnements des différentes espèces 

chimiques (sels et gaz) entre les hydrates de gaz et les fluides interstitiels sont 

également observés. Les ions sont exclus des hydrates de gaz. Le méthane est 

incorporé préférentiellement par rapport au dioxide de carbone dans les hydrates 

de gaz. Des surconcentrations locales en éthane et hydrocarbones lourds sont 

notées dans les couches sous-jacentes des zones riches en hydrates de gaz. 
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Modelling of phase equilibria involving mixed gas clathrates: 
Application to the determination of molar volume of the 

vapour phase and salinity of the aqueous solution in fluid 
inclusions 

JEAN DUBESSY, RÉGIS THIERY and MARTIN CANALS 

CREGU, GS-CNRS 77, BP 23, F-54501 Vandœuvre-lès-Nancy Cedex, France 

Abstract: Modelling of clathrate stability in single component gases (C02, CH4, N2, H2S and C2H6} and of mixtures 
in systems with or without NaCI is described, and then applied to fluid inclusions in which the dissociation of clathrate --
occurs in the presence of a vapour phase. The chemical potential of the watcr component in clathrate is calculated 
from a combination of the models of Parrish & Prausnitz ( 1972} and of Munck et al. (1988}. The Langmuir constants 
have been recalculated to obtain the best fit of the available experimental data on single gas systems. The dependence 
of the activity of water on the salt concentration in the aqucous solution is described by the mode) of Pitzer. Pressure 
is calculated with an uncertainty of Jess than JO% along the dissolution curve of clathrate for single component gas 
systems and gas mixtures. The bulk salinity, expressed in equivalent NaCI concentration, can be dcrived from the 
melting temperature of ice in presence of the assemblage clathrate + vapour phase + aqucous solution, but is shown 
to be a function of the volume fraction of the vapour phase. The fugacity coefficient of the gas components and the 
molar volume of the vapour phase are computed from the Soave equation of state. 

Key-words: clathrate stability, thermodynamie properties, fluid inclusions, molar volume, salinity. 

1. Introduction 

To a first approximation, fluid inclusions are con
stant volume and mass systems, determination of 
their V-X properties is the first step in any quan
titative interpretation of paleo-fluid circulation 
based on fluid inclusion studies. A combination 
of microthermometric and micro-Raman meas
urements allows fairly ace urate estimations of the 
V-X properties of the non-aqueous volatile por
tions of fluid inclusions, except if a gas clathrate 
is present at the homogenization temperature of 
the volatile phase (Ramboz et al., 1985; Seitz et 
al., 1987; Dubessy et al., 1989). Recently, ex
perimental data (Diamond, 1992) and a combina
lion of experimental data and modelling by Dia
mond (submitted) have been carried out in order 

to achieve a beller quantification of the salinity 
of fluid inclusions in the case of the homogeniza
tion of the carbonic phase in the presence of 
clathrate. However, the dissolution of clathrate in 
the presence of a vapour phase is often the only 
phase equilibrium which can yield information 
on the density of the vapour phase. Available ex
perimental data on clathrate equilibria does not 
cover the whole range of compositions of natural 
fluid inclusions. Therefore, appropriate develop
ment of thermodynamic modelling of the stabil
ity of mixed gas clathrates (CO;rCH4-N2-C2H6-
H2S) is essential (Seitz & Pasteris, 1990). The 
aim of this paper is to present the chosen mode!, 
to compare the mode! predictions with the ex
perimental data and to discuss ils application to 
lluid inclusions. 

0935- 1 221/9210004-0873 $ 3.00 
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2. Symbols and constant values 

at: activity of component i in phase ljl 
aq: aqueous solution 
Cla: clathrate 
e: charge of the electron = 1.60219·10·19 C 
g: vapour phase 
H: enthalpy 
k: Boltzmann constant = 1.38066·1 Q-23 

(Joule K-I) 
ln: naturallogarithm 
log: decimallogarithm 
MWHl<): molecular weight of H20 = 18 g·mol-1 
MwNaa: molecular weight of NaCl = 

58.5 g·mol-1 
mNaa: NaCl molality 
Na: Avogadro number = 6.022·1 023 
P: pressure in bar 
Pc:,i and Tc:,i: critical pressure (bar) and 

temperature eK) of gas component i 
Pr,ï: reduced pressure (P/Pc,i) of gas component i 
R: perfect gas constant= 8.31441 (Joule 

°K-1.mol-l) 
T: temperature in ° Kelvin 
Tr,i: reduced temperature (Tffc,i) of gas com-

ponenti 
Vt: volume fraction of phase ljl 
u+: molar volume (cm-3·mol-l) of phase ljl 
U'\: partial molar volume of gas i at infinite 

dilution in aqueous solution 
xt: mole fraction of component i in phase $ 
Yi: mole fraction of gas i in the vapour phase g 
Z: compressibility factor of the vapour phase g; 

Z = P· Ug/(RT) 
eo: vacuum permillivity = 8.854188·1Q-12 

(Joule-1 C2 m·l) 
q.: dielectric constant of pure water at 0 °C and 

1 bar= 87.74 
<l>: practical osmotic coefficient 
p0 aq: density of pure water at 1 bar and 0 °C = 

1000 kg·m-3 
P+= density (g·cm-3) of phase ljl 
J.lH~(P.T): chemical potential of H20 in 

phase $ at T and P 
J.l0H~: chemical potential of H20 in phase ljl 

at the reference state (P0 = 1 bar and 
r = 273.15 °K) 

y.: fugacity coefficient of gas species i 
'Ysc*: Setchenow coefficient 

3. Thermodynamic models for clathrates 

The aqueous solution - clathrate - vapour phase 
assemblage at equilibrium is described by the fol
lowing equation: 

Cla (PT) B<j 
flH;zO • = flHlO (1) 

Therefore, the problem is reduced to the model
ling of two chemical potentials. The chemical 
potential of water in the aqueous solution (sec
tion 3.1) is calculated as a function of the salin
ity, in terms of the NaCl molality, and of solubil
ity of gases. This calculation is carried out by a 
combination of the model of Pitzer, to account 
for the NaCl content, and of Raoult's Law to ac
count for the concentration of the dissolved gas 
in the aqueous solution. Calculation of the 
chemical potential of water in clathrate is based 
on a statistical thermodynamic model based on 
the pioneering work of Van der Waals & Plat
teuw (1959). The mode! is briefly outlined in sec
tion 3.2 wilh ali the equations necessary for itS
practical use. However, readers are referred to 
Sloan (1990) for a comprehensive description of 
the theory. 

3.1. Chemical potential of H20 in aqueous 
solution 

The chemical potential of water in aqueous solu
tion, J.l~~(P,T), is calculated from the activity of 
water. In salt-free aqueous solution, the activity 
of water is calculated from Raoult's Law taking 
into account the solubility of gases i using 
Henry's Law. Only COz and H2S will be con
sidered here, since they are the most soluble 
gaseous species in water that lower the activity of 
water in the aqueous solution suficiently enough 
to be measurable at the precision of microther
mometric measurements. 

(2) 

(3) 

where KH,i(P, T, 0) is the Henry constant for the 
solubility of the gaseous species i in aqueous so
lution, at pressure P and temperature T, with a 
zero mNaCI molality, and f(i) is the gas fugacity 
calculated by the equation of stale describcd 
belo w. 
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3.1.1. Henry constant 

Modclling of clathratc stability in fluid inclusions 

ln [KH,H2s(P, T, mNaa) 1 KH,H2s(1, T, 0)] 
= 0.294·mNaCI- 0.0001595·mNaeJ·T 
- 46.81·mNaO 1 T- (.578+0.0018 T) 

875 

The equation of the Henry constant KH;(1, T, 0) 
as a function of temperature is taken from Munck 
et al. (1988) based on the data and compilations 
of Wilhelm & Battino (1973) and Wilhelm et al. 
(1977): 

· mNaO / [mNaO + 1) (7b) 

ln KH;{1, T, 0) =Ka+ Kbff 
+ Kc ln(I) + Kd T (4) 

where Ka= 162.39 (bar); Kb = -8880.6 (bar·K); 
Kc = -22.014 (bar/ln K); Kd = 1.1201·10-4 
(bar·K-1) for C02 
and Ka= 151.52; Kb = -8335.5; Kc = -20.499; 
KD = -1.311·10-3 for H2S. 

Theoretically, the Henry constant depends on 
pressure according to the following equation: 

ln KH_i(P, T, 0) =ln KH,i(1, T, 0) 

+ Ug (P-1) 1 (RT) (5) 

where ug" is the partial molar volume of the dis
solved gas at infinite dilution in the aqueous 
phase. For C02, Ug = 33 cm3·mol-1 at 25 °C. For 
a maximum pressure of 50 bar, the second lerm 
of the right-hand-side of equation (5) is smaller 
than 0.05, resulting in negligible solubility varia
tion. Therefore, the following approximation 

ln KH,C(h(P, T, 0) = lnKH,C(h(l, T, 0) (6) 

is justified, as already used by severa! authors. 
The dependence of the Henry constant on 

salinity is describcd by the empirical equation of 
Setchenow (Gcrrard, 1980): 

ln '(sc* = ln [KH,C(h(P, T, mNaCI) 

IKH,CO:z{P, T, 0)] = ks·mNaO (7a) 

where ks is the salting out coefficient. As the 
temperature intcrval of intcrest is rather small in 
thcse calculations, the k5 value is considercd to 
be constant and equal to its value at 0 °C for 
C02: 0.12 molal-1 (Cramer, 1982). 

For H2S, the only availablc data are for 
temperatures highcr than 25 oc (Drummond, 
1981). The solubility data of Drummond (1981) 
in salt-free solution diffcrs slightly from those of 
Wilhelm et al. (1977). Thcrcfore, wc have uscd 
the data of Drummond (1 981) only for the calcu
lation of the salt cffcct: 

3.1.2. Water activity in salt-bearing aqueous 
solutions 

For salt-bearing solutions, the model of Pitzer 
(1973) is used with fitted pararneters between 0 
and -40 oc (Thurmond & Brass, 1988), first to 
calculate the activity of water without gas. 1t is 
then multiplicd by (1-[~& + x~qs1l· 

The water activity is calculat;;'à from the fol
Jowing equations: 

ln aHk = 4 MwH~ (mNa+mcJ)/1000 

=""" MWHz<> (2 mNaCJ)/1000 (8) 

where <1> is the practical osmotic coefficient cal
culatcd from equation (9) 

<I>-1 = -A4l m:?ac1/ (1 + 1.2 m:iac1> 

+ mNael B4l + m~aCI C4l (9) 

Dctailed equations are givcn in Appendix 7.1 and 
values of ali parameters (Thurmond & Brass, 
1988) in Table 1. 

3.1.3. Mo/ar volume andfugacity coefficients 
of gas components 

Four equations of state were checked on the 
P-u-T-X properties of C02 and CH4: Soave 
(1972), Peng & Robinson (1976), Heyen (1982}, 
Heyen et al. (1982) and Pate! & Teja (1982). The 
sources of thermodynamic data are the IUPAC 
tables (C02: Angus et al., 1976; CH4: Angus et 
al., 1978). The pressure and temperature ranges 
used to assess the quality of these equations is the 
following: p (from 1 to 50 bar for co2 and 1 to 
400 bar for CH4) and T (from 270 to 300 °K). 
The relative deviations of the calculated molar 
volume, al given P and T in the single phase field 
with respect to experimental data, show thal the 
Soave as weil as the Pate! and Teja equations are 
the most accurate. The Soave equation was there
fore chosen for ali the present calculations. The 
formula of the Soave equation of state is the fol
lowing: 

P = { RT / (Ug-b)} - a(I) 1 { Ug(Ug+b)} ( 1 0) 
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Table 1. Coefficients for the calculation of the osmotic coefficient from the model of Pitzer and the values ofThurmond 
& Brass (1988). 

Xl 7.66249 
lt.4 1.15601·10'""5 

X7 -3.25771-loJ 
XIO -7.86640•10'""8 

XIJ 1.22262·1o-4 

Mixing rules are: 

bm = L Yi b1 and 

am(f) = L L Yi Yi a1i 

Xl -J.00472·1ol 
xs -1.90346-1 o-i 
xa · -6.58529-10'""3 

-5.34139·10'""1 xu 
X14 -7 .80262·10'""7 

(lla) 
i j 

with aü =ai and aij = (1-ôij) (lliaj)112 (lib) 

where is Ôij an interaction parameter (Soave, 
1972). AU the equations required for the calcula
lions are given in Appendix 7.2. 

3.2. Chemical potenûal of H20 in clathrate 

The chemical potential of water in clathrate, 
J.l.H~ (P,1), is calculated using the mode! of Van 
der Waals & Platteuw (1959), established from 
statistical thermodynamics: 

J.l~~(P,1) = J.L~(P,1) 

+ RT LVi In(1-:Lej.i) (12) 
j 

where p refers to a hypothetical empty hydrate 
state, Vi is the number of cavities of type i, 0j,i is 
the fraction of type i cavity occupied by gas com
ponent j. Ali the clathrates of C02-CH4-H2S
C2H6 are of structure 1 and contain two small 
cavities and 6 large cavities for 46 H20 
molecules per unit ccli (Davidson, 1973). Recent 
crystallographic data have demonstrated that the 
structure of the N2 clathrate is of type-II (David
son et al., 1986). As the adjustments for a struc
ture of type-1 are valid for the pure N2 system 
and the different gas mixtures, this structure was 
the only one considered, which simplifies the cal
culations. 0j,i depends on the fugacity of each 
gas component according to the equation estab
lished by the Langmuir adsorption theory: 

0j,i = Cj,ï·fj 1 (1+ L Ck,i'fk) 
k 

(13) 

where Cj; is the Langmuir constant which ac
counts for the interaction between gas j and H20 

X9 

X12 

X15 

-1.79001-10'""3 

2.57468·10 
4.49459·1 o-' 
7.13101·10 
1.27174·10'""9 

molecules in the different cavities, and fj is the 
fugacity of gas comonent j. Therefore, the calcu
lation of the chemical potential of water requires 
an estimation of the Langmuir constants and 
J.LP(P,T) which is the chemical potential of the 
hypothetical empty clathrate lattice at P and T. 

3.2.1. Calculation ofJLP(P,T) 

Munck et al. (1988) calculated J.LP(P,T) from the 
difference J.LP(P,T) - J.L~'k> (P,1) by integrating 
over P and T and using the corresponding differ
ences in enthalpy, molar volume and constant 
pressure beat capacity at the reference state 
(P<' = 1 bar and T0 = 273.15) given in Table 2. 

Table 2. Thermodynamic constants used for the calcula
lion of~p(P,T) "i1H2<>1(P,T) from Munck et al. (1988). 

Property Unit Value 

~ofi_~o"'' J·mor1 1264 
H0 fi-H

0
Hl<>J . J·mor1 -4858 

Vofi- VoH:!<JJ cm3·mol'""1 4.6 
Cp0 p- Cp0 H;!01 J·mor1·K'""1 -39.16 

3.2.2. Calculation of the Langmuir constants 

The mode! ofParrish & Prausnitz (1972) is satis
factory for single gas clathrates but rather poor 
for sorne gas mixtures (Peng & Robinson, 1976). 
The mode) of Munck et al. (1988) is quite realis
tic for single gas systems and mixtures with 
X(C02) < 0.5: for pure C02 tluids, and a fixed 
pressure, the dissolution temperature of clalhrate 
was shifted by 0.5 oc towards Jower temperature 
values. The poor agreement of the model of 
Munck et al. (1988) for CONich tluids is prob
ably due to their estimation of the Langmuir con
stants from the experimental data given by 
Bercez & Balla-Achs (1983). The experimental 
data of Deaton & Frost (1940}, Unruh & Katz 
(1949}, Robinson & Mehta (1971) and Bozw et 
al. (1976) are mutually consistent but signifi-
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cantly different from those of Bercez & Balla
Achs (1983). Therefore, we used the set of con
sistent experimental data to calculate the parame
ters of the Langmuir constant. The Langmuir 
constants are calculated from the following equa
tion: 

Cj,ï(f) = 47tlk.T J exp(-<Oj,i(r)/k1) · r2dr (14) 

where roj;(r) is the ccli potential of gas j in cav
ity i. 

The ccli potential can be calculated in two 
ways: (1) from the McKoy & Simanoglu (1963) 
formula, which assumes a Kihara potential rj,i(r) 
with a spherical core between water and gas 
molecules (appendix (3); Parrish & Prausnitz, 
1972); or (2) assuming a square weil potential 
r(r) which simplifies the calculation of the inte
gral in equation (14), thereby reducing equation 
(14) as follows: 

C(f) = (AIT) · exp(Bff) (15) 

The first mode! was éhosen because only 
three parameters (a, a and E) characteristic of the 
Kihara potential need to be detennined and be· 
cause the Langmuir constant is insensitive to var
iations of the a parameter. Values of the a, a and 
E parameters were obtained from a best-fit regres
sion of the available experimental data (fable 3). 

Table 3. a. a andE parameters of the Kihara potential used 
for the calculation of the Langmuir constants (appendix 
7 .3) and references of the experimental data. 

a( pm) 

70.3 
30.0 
35.0 
40.0 
35.0 

a( pm) 

295.8 
327.0 
328.0 
344.0 
325 

Elk(K) 

170.00 
152.00 
126.25 
175.0 
197.0 

References 

(a), (b), (d) 
(b), (c), (d) 
(c), (e) 
(b) 
(0 

(a): Bozzo et al. (1975); (b): Deaton & Frost (1946); 
(c) Marshall et al. (1964); (d): Robinson & Mehta (1971); 
(e): van Cleeff & Diepen (1960); Selleck et al. (1952). 
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Fig. 1. Experimental and cal· 
culatcd pressure of pure gas 
clathrates versus temperature. 
References of experimental 
data are the same as those 
given in Table 3. 
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Fig. 2. Relative error { 100 
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perimental pressure; Pcalc: 
calculated pressure from the 
mode!. 
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4. Results 

4.1. Salt-Cree systems 

Comparisons between experimental determina
tions of clathrate-gas-aqueous solution equilibria 
and the predictions of the present mode! are 
given in Figures 1 and 2. The relative deviation 
between experimental and calculated pressure at 
given temperature is always bctler than 6 %, 
which demonstrates the quality of the mode! and 
the adjusted parameters. Most of the calculated 
values show a smaller deviation. The relative de
viation on pressure shows a trend with tempera
ture except for CH4. Indeed, the experimental 
data of the CH4 clathrate were obtained by three 
groups of experimentalists on different P-T inter
val ranges, and thus show sorne inconsistencies. 
Usually, authors check the validity of their 
clathrate models using the relative deviation of 
the dissociation temperature at a given pressure, 

Les systèmes eau-gaz-sels 

T(°K) 

although temperature is a Jess sensitive parame
ter. The deviation in temperature is Jess than 
0.3 K even for C02. 

The mode! has also been also checked for 
severa! binary mixtures: CH4-C02 (Fig. 3); 
CH4-C2H6; CH4-N2. The relative deviation of 
pressure is slightly greater than for the pure end
members and can reach 10 % on individual sets 
of experimental data. Even if the uncertainties in 
pressure are rather high, the mode! predictions 
are of the same quality as the mode! of John et al. 
(1 985) and Munck et al. (1988). 

4.2. The C02-H20-NaCl system 

The only available experimental data on a NaCJ
bcaring system are given by Bozw et al. (1975). 
The relative uncertainty of the mode! predictions 
increases with the NaCI concentration, but re
mains always Jess than 10% (Fig. 4). 
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Fig. 3. Relative error ( 100 (Pexp-Pcalc)!Pexp) versus 
temperature for the binary C(h-CH. system. The mole 
fraction of CH~ is given in parenthescs. The experimental 
pressures are those ofUnruh & Katz (1949). 

S. Application to fluid inclusions 

5.1. Variance analysis 

For the application of the clathrate mode! to fluid 
inclusions, the composition of the vapour phase 
is assumed to be known from Raman microspec
trometric analysis. The water salinity, referred to 
the H20-NaCI system, and the pressure of the 
vapour phase are the two unknowns which have 
to be determined from microthermometric meas
urements and the modelling ·of elath rate stability. 
At the metting temperature of ice, the phase as
semblage is the following: ice - Iiquid water -
clathrate- vapour phase. Since the temperature is 
known, the variance of the system is v= c+ 1-4 = 
c-3 where c is the number of independent com
ponents. For a fluid inclusion with only one gas 
component, c = 3 (H20-NaCI-Gas) and v = O. 
Therefore, the composition of each phase is 
fixed. This implies that the salinity of the 
aqueous phase can be determincd. If the system 
contains n gases, the variance of the system is 
increased by n-1 but, as analysis of the vapour 
phase yields n-1 mole fractions, the number of 
unknown variables remains zero. From the 
temperature of ice mclling (Tmlce) to the 
temperature of clathrate dissolution (TdCla), the 
clathrate releases water which Jowers the salinity 
of the aqueous phase compared to its salinity at 
Tmlce. Thus, the salinity of the aqueous phase 
and the pressure of the vapour phase at TdCia 
wou1d be overcstimated if the salinity wcrc 
directly dcrived from Tmlce without taking into 

1 2 
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Fig. 4. Relative error { 100 (Pexp-Pcalc)!Pcalc} versus 
temperature for the C0:2-H20-NaCI system. The num
bcrs indicate the NaCI concentration in weight %. 

account the trapping of water molecules by 
clathrate. 

Cases are known to fractionate differently 
between the vapour phase and clathrate. There
fore, the composition of the vapour phase at 
Tmlce is not strictly equal to its composition at 
TdCla. This point is addressed separately after 
the problem of salinity estimation. 

5.2. Salinity calculation from Tmlce 

The number of moles Ni(t) of component i at 
Tmlce (t=l) and TdCia (t=2) are given by the 
following equations: 

For H20: 
nHz()(l) = paq(l) · V aq{l) 

/{MWH2o(l OOO+MWNaCI · mNaCI(I))} 

+ Xi~l) · Vaao/UCJa (16a) 

where X~~l) is the mole fraction of water 
molecules m clalhrale at Tmlce. 

nH2<>(2) = paq(2) · V aq(2) 
/MWH20(1000+MWNaCI • mNaCI(2)) (16b) 

paq(l) and paq(2) are calculated from the mode] of 
Potter & Brown (1977). 

Les systèmes eau-gaz-sels 
185 



880 J. Dubessy et al. 

ForNaCI: 
nNaCJ(l) = paq(l) · mNaCI(l) · V aq(l) 

/(IOûO+MWNaCJ · mNaCJ(I)) (17a) 
nNaCJ(2) = paq(2) · mNaCI(2) · V aq(2) 

/(lOûO+MWNaCJ • mNaCJ(2)) (17b) 

For a gas component i, the mass balance 
equation involves the volume fraction of the 
vapour phase at Tmice and TdCia, which are re
spectively V g(l) and V g(2): 

ni(l) =V g(l) 1 Ug(l) + ~~) · VcJa(l) 

1 'UCia + Xj(1) · (nH:P(l) + nNaCI(I)) (18a) 

rn NaO(l) =rn Na0(2) 

TdC!a, stability clathrate mode! 
and Soave EOS 

(equations 16(a) = 16(b) 18(a) = 18(b) ) 

(V g(l) ,Vaa, YaqOÛ 

17(a) __... nNaO(l) 

17(b) __... n Na0(2) 

ni(2) = V g(2) / Ug(2) + Xj(~) • (nHz()(2) 

+ nNaCI(2)) (18b) 

where ~1) is the mole fraction of gas component 
i in the clathrate at Tmice and Xf(1) is the mole 
fraction of gas i in the aqueous solution at 
temperature (t). 

The three equations of mass conservation of 
the type Oi(l) = ni(2) are written using equations 
(16a) to (18b). The unknowns are fiHz()(2), nNaCJ(2) 
and ni(2). Other unknowns are Vg(l), VCia(l) and 
mNaCJ(2)· V g(2) is estimated optically under the 
microscope. mNaacn is calculated from the melt
ing ice temperature from the Pitzer mode!. V g(l), 

Fig. S. Algorilhm forlhecalculation of 
salinity from Tmlce, TdCia and V1(2). 

EOS: equation of state. 
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Fig. 6. Influence of the volume fraction of the vapour 
phase on the estimation of the correct salinity of the 
aqueous ·solution and the mol ar volume of the vapour · 
phase. The vapour phase is assumed to con tain only CH4. 
Tm lee= -5 °C.- a: variation of the NaCJ molality of the 
aqueous solution versus TdCla for two volume fractions 
of the vapour phase at TdCia. b: relative errer made on the 
molar volume of the vapour phase versus TdCJa if the 
salinity of the aqueous solution was directly derived from 
Tm lee. 'llg.c: correct mol ar volume of the gas phase calcu
lated at TdCJa for a salinity calculated iterative] y by the 
procedure described in Figure 6; 'llg,ne: uncorrected mol ar 
volume of the va pour phase if the salinity is derived from 
Tm lee and used for the calculation of the va pour pressure 
atTdCla. 

Vera(!) and mNaCI(2) are calculatcd by trial and 
error, the molar volume of the vapour phase at 
TdCia is calculated by the model from the pres
sure Pr at Tmlce. The algorithm of this calcula
tion is describcd in Apcndix 7.4 and in Figure 5. 
Numerical results are strongly dependent on the 

amount of vapour phase (V8(2)) (Fig. 6a and 6b). 
For instance, mNeCJ(2) is half of mNaCI(I) for V s<2> 
= O.S. Obviously, the greater is the difference 
TdCla-Tmice, the greater is mNaC1(2)- mNeCJO>· 
In addition, the molar volume of the vapour 
phase is underestimated if the salinity at TdCJa is 
considered to be equal to mNeCI(I) instead of 
mNeCJ(2) as calculated by the computer program. 
These calculations indicate that both the salinity 
and the vapour phase molar volume cannot be 
derived directly from Tmlce: V g(2) and TdCJa 
must be taken into account 

5.3. Influence oC gas Cracûonation on salinity 
determination 

The fractionation of the different gases between 
clathrate and vapour phase can be taken into ac
count in the mass balance equations. The mass 
balance equations for H20 and NaCI remain 
identical to equations (16) and (17). The modifi
cations concerning the gas components i are: 

nï(l)=)'i(l) · Vg(J)/'U)(J) + X~l) · Vcla(J)IUX)..a 

XJ(1)' (nH:P{I) + nNaCI(I)) (19a) 

ni(2) = Yi(2) . v g(2) 1 Ug(2) 

XJ(~) ' (nH20(2)) + nNaC1(2)) ( 19b) 

Calculations show that there is a negligible 
influence of gas fractionation between Tmlce and 
TdCia on the estimation of salinity. Indeed, the 
molar volume 5120g(l) and mNaCI(l) are the only 
parameters affccted by this effect. However, 
mNaCJ(l) can be considered as constant since the 
variation of the activity coefficient of water docs 
not vary significantly with pressure over an inter
val smaller th an 10 bar, water being considered 
an incompressible fluid in the P-T interval of 
interest. 

6. Conclusion 

The mode! proposed in this paper predicts, with a 
satisfactory accuracy, the pressure of the vapour 
phase at the dissolution temperature of the gas 
clathrate in single component gas systems. The 
slightly larger uncertainty for gas mixtures is 
probably related to erratic variations in the qual
ity of the experimental data. However, this mode! 
provides a good estimation of the molar volume 
of the vapour phase and salinity of the aqueous 
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solution using gas compositions determincd by 
micro-Raman analysis and the microthennomctry 
of phase equilibria involving gas clathrates. This 
resolves the- problem of the detennination of both 
the aqueous solution salinity and the vapour 
phase density in gas-bearing fluid inclusions, a 
difficult problem already pointed out by Ramboz 
et al. (1985) and Thomas & Spooncr (1988). 
Such a model could also be used to derive the 
salinity of the aqueous solution in the case where 
clathrate dissolves in the presence of the C02-
rich vapour and liquid phases, but this requires 
further research. Finally, this model may also be 
used to predict the behaviour of clathrates in nat· 
ural environments, such as in permafrosts in con
tinental environmcnts or in sediments (Mako-gon 
et al., 1972; Kvenvoldcn, 1988; Sloan, 1990). 

7. Appendices 

7.1. Equations for the calculation of the 
osmotic coefficient (equation 9) 

A9 = (2fl Na p0 aq)112 {e2/(47ttotrkT))J.S 
Be= p<o> + p<n exp(-2 · (mNae1)112 

where p<O) = 2Xt + 2x2fT + X3 r/6 
+ X4T3/12 + xs-r4120 

p<O = 2X6 + 2X71T + xsT2/6 
+ X9T3/12 + XJO-r4/20 

cen = 2xu + 2xt21T + xtJr/6 + xt4~/12 
+ Xts-r4/20 

Values of Xi parameters are givcn in Table 1. 

7.2. Equations relat.ed to the Soave equation 
of stat.e (equations 10, and 11) 

The a1(T) and bi parameters for a gas i arc calcu
lated from the following equations: 

~(T) = {0.42747 (R Tc,i)2 / Pc,i) Cti(T) 
with {<Xi(T)) 0·5 = 1 +Fi (1-Tr,i0'5) 

and Fi = 0.480 + 1.574 Wi - 0.176 Wi2 

where Wi is the acentric factor of gas 
species i calculated from the equation: 
-1-Wi =log (Pr,i) for Tr,i = 0.7 along the 
saturation curve. 

bi= 0.08664 R Tc,i/Pc,i 

The fugacity y. coefficient of a pure componcnt is 
calculated from the equation: 

Les systèmes eau-gaz-sels 

ln(yi) = Z-1-ln(Z-Bï)- AJBi ln { (Z+Bi)/Bi) 
where Ai = Cti(T)P/(RT)2 

= 0.42747 Cli(T) Pr,ii{Tr,i} 2 

and Bi = biP/RT = 0.08664 Prfir.i 

The fugacity coefficient of the gas species i in a 
mixture is calculated from the equation: 

ln('Yi) = (bilbm)(Z-1) -ln(Z-Bm) 
- Am!Bm {2(ai/am)0.s 
- (blbm))ln(l+BniZ) 
where Am= 0.42747 P~{:E Yi Tc,i 
~o.s/Pc,io.s)2 

and Bm = 0.08664 P/T{E Yi Tc,i/Pc,i) 

7.3. Derivation of the spherically symmetric 
cell potential ro{r) for equation (14) 

The Kihara potential used by Parrish & Prausnitz 
{1972) and in this work, describes the interaction 
between the gas molecule inside its cavity and 
an H20 molecule of the wall. It is defincd by the 
following equations: 

r(r) = oo,r ~ 2a 
r(r) = 4 e ([o/(r-2a)] 12 - [o/(r-2a)]6) 

whcre e is the characteristic encrgy, 
ais the core radius and 0+2 the collision 
paramcter. 

Summing over ali the gas-H20 interactions in the 
cell, Parrish & Prausnitz (1972) give the cell 
potential w(r) (McKoy & Simanoglu, 1963): 

w(r) = 2z.e( o 12 (olil + a/[Roll]) 1 R1 1r- o 6 (~ 
+ a/[Roi]) 1 R5r) 
where ~ = {(1 - r/R- a/RfN 
- (1 + r/R- a/RfN)IN 
with z, the coordination number in 
cavitics (20 and 24), 2R, the ccli diam
eter (7.95 and 8.60 À) 

7.4. Algorithm for the calcula ti on of salinity 
as a function or Tmlce, Td Cl, V2,g 

Step 1: the salinity of the aqueous solution at 
Tmlce is calculated from the mode) of Pitzer; the 
density of the aqueous solution is calculated from 
the equation of Poller & Brown (1977). Step 2: 
\lg(l) is calculated at Tmlce from the pressure Pt 
calculated by the model. Step 3: calculation of 
pressure P2 and \lg(2) at TdCla. Step (4): calcula
lion ofVg(l). Vaa(l) and Vaq<t) from mass balance 
equations on water and gas. Step (5): nNaCI(l) and 
nNa0(2) are derived from equations (17a) and 
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(17b). Step 6: the convergence of the calculation 
is checked. 
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ABSTRACT: 

Extensive sampling of in-situ gas hydrates and associated fluids have been carried out in the 

marine sediments of a continental passive margin (the Blake Outer Ridge) during the ODP 

Leg 164. Shipboard analyses of gases and interstitial waters have been interpreted with the 

help of thermodynamic models for gas hydrates and aqueous solutions. Gas hydrates are 

located between 190 and 450 mbsf (meters below the sea floor) throughout the sedimentary 

column with a mean concentration amount between 1.0 and 3 % of the bulk volume of the 

sediments. The Bottom Simulating Reflector (BSR) is shown to be an interface between gas 

hydrates and underlying zones rich in free gas. Gas hydrates reduce the permeability of 

sediments and fractionnation of chemical species (salts, methane, carbon dioxide, ... ) occurs 

between gas hydrates and associated fluids. 
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INTRODUCTION 

Gas hydrates are crystalline compounds composed of water and low-molecular weight 

gases. Natural gas hydrates can form only under conditions of low temperature, high 

pressures and when sufficient amounts of gases are present. As a consequence, gas hydrates 

are not stable on the surface of the earth; and for a long time, gas hydrates were considered 

only as a scientific curiosity. Gas hydrates have regained new interest in the last decade, 

when it was realized that they can be present in large amounts in the permafrost and in the 

sediments of continental margins (CLA YPOOL and KAPLAN, 197 4; SLOAN, 1989). About 

10000 Gt of carbon could be stored in the gas hydrates of marine sediments 

(KVENVOLDEN, 1988b). This represents two times the estimate for the carbon in all other 

fossil fuel deposits. Natural gas hydrates trap a lot of methane, and are considered to be a 

potential source of energy for the future. Gas hydrates could have played too an important 

role in the past climatical changes. A lowering of the sealevel during a glaciation could cause 

the dissociation of a small fraction of the gas hydrates trapped in the marine sediments. Large 

amounts of methane, a greenhouse gas, would then be released in the atmosphere, and this 

would lead to a global warming of the earth. However, present estimates of marine gas 

hydrates are not reliable enough and need to be confmned (KVENVOLDEN, 1988b). A good 

assessment of the amount and distribution of methane gas hydrates would be important too, if 

the ir economie recovery and exploitation should be undertaken one day. It is therefore 

important to control on natural case studies if thermodynamic models are able to predict the 

distribution of gas hydrates. Another important question related to gas hydrates is the 

signification of a reflector, that is commonly observed in seismic profiles of continental 

margins. This reflector mimics the topography of the seabottom, and thus it has been called 

the "Bottom-Simulating Reflector" (BSR). This reflector is believed to be caused by the high 

acoustic impedance contrast between a high-velocity gas hydrate-rich layer overlying a low

velocity free gas-rich layer (MINSHULL and WHITE, 1989; HYNDMAN and SPENCE, 

1992; SINGH et al., 1993; KATZMAN et al., 1994). Thus, BSRs should correspond to the 

base of the.gas hydrate stability (BGHS). If this interpretation is valid, the BSR would be a 
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useful indicator of gas hydrates and could be used for estimating local temperature gradients. 

In particular, the BSRs have been used by KVENVOLDEN (1988b) for estimating the 

amount of marine gas hydrates in the world. Again, too little is known to be confident about 

this interpretation, and it was necessary to drill through a BSR. But, up to now, drilling of 

BSRs were avoided due to safety considerations. 

The formation of gas hydrates should modify clearly the geochemistry of fluids in the 

sediments. Indeed, salts are excluded in gas hydrates, and thus, more saline fluids are 

produced with formation of gas hydrates. Secondly, gas hydrates are solid phases that should 

probably cement the sediments. Therefore, the porosity and permeability should be reduced, 

limiting the migration of the fluids. In particular, the gas hydrate-rich zone may act as a 

barrier zone. However, these effects are not weil known, and only the drilling and sampling 

of fluids in gas hydrates-rich zones could address more accurately these effects. Analyses 

procedures are first reviewed. Then, the nature of fluids, the amount and distribution of gas 

hydrates are investigated. And finally, the signification of the BSR is addressed. 

GEOLOGICAL SETTINGS 

ODP Leg 164 was devoted to the drilling of a gas hydrate-rich field in the Blake Outer 

Ridge (Fig. 1). Three holes along a transect were drilled up to 750 rn depths (Sites 994, 995, 

and 997). Site 997 lies on the topographie crest of the Blake Ridge. Sites 994 and 995 are 

located at a few kilometers away (7 and 10 km respectively) from the 997 Site in the SSW 

direction. The BSR in this region is about 400-450 rn below the sea floor. Thus, these holes 

extend weil below the depths of the stability zone of gas hydrates. Sites 995 and 997 are 

characterized by a strong BSR, whereas no BSR is visible on the seismic records of Site 994. 

Two diapirs (Sites 991, 992, 993 and 996) have been investigated too by a series of shorter 

holes (50 rn) in order to study the effects of diapiric intrusions into gas hydrate-rich zones. 

These sites will be considered in another study. The sediments in the upper few hundreds 

meters of the Blake Outer Ridge are very homogenous and consist primarily of nannofossil

rich clays. They are the result of a rapid detrital accumulation during the late Tertiary and 

Quaternary periods. Sedimentation rates were estimated from nannofossil zonations, and a 
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decrease from 260 m/m.y. at the late Miocene to 60 m/m.y. at the Quaternary has been 

estimated. Therefore, the Blake Outer Ridge constitutes an ideal region in order to investigate 

the geochemistry of gas hydrates and associated fluids in a passive margin. 

ANAL YTICAL PROCEDURES 

Extensive sampling and analyses of gases and interstitial waters have been carried out on 

shipboard. Sampling was done on each core that is recovered. Gases are first collected using 

two different procedures, which are referred to as "headspace" and "free gas". In the 

technique of headspace sampling, 5 cm3 of sediments are sampled on the ship with a 

calibrated cork borer and sealed in small botties. Samples are then heated to 60°C during 30 

minutes. The heating process allows to extract residual gases that are trapped in the sediment. 

Headspace sampling has been done extensively for each core, i.e. at distances of about 9.5 ·

meters. The free gas technique can be used only when sediments are gassy, i.e. pockets of 

free gases are then present in the core. Pree gases are collected by piercing the plastic bag 

around the core with a special syringe. The gases collected by both techniques are then 

analyzed by gas chromatography. Air contamination is inevitable in both methods and must 

be taken into account for the interpretation of measured values. 

A few number of gas hydrates could be sampled before they dissociate completely. They 

were placed in a plastic bag closed hermetically. After thermal equilibrium and 

decomposition, gases are collected by piercing the bag and analyzed on the gas 

chromatograph. A dissociation chamber as described by KVENVOLDEN and BARNARD 

(1983b) is used in order to measure the gas/water ratio of gas hydrates. 

Interstitial waters are collected from a whole round sample of 30 cm3. In order to reduce 

the effects of contamination, ail sides of the sediment are trimmed. The sample is then placed 

in a titanium sleeve and squeezed in the hydraulic press. The interstitial water is extruded in a 

large syringe by compressing the sample. Mter filtering, the water is analyzed for alkalinity, 

refractive index, and composition by ionie chromatography and atomic absorption 

spectroscopy. Seawater contamination of interstitial water samples is not uncommon. Thus, 

concentration of dissolved species must be corrected. This is done for samples that are below 
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the sulfate reduction zone by assuming that all S042- ions come from seawater. Thus, SQ42-

were then used for estimating the degree of seawater contamination and for correcting the 

measured electrolyte composition of interstitial waters. Sediment samples were taken for 

index properties studies (density, water content, porosity). These parameters are deduced by 

measuring the weight bef ore and after drying samples for 24 hours in an oven at 1 00°C. 

Finally, a special and useful deviee, called the Pressure Core Sampler (PCS) has been 

used with success on this leg. The PCS allows to return a short pressurized core from the 

bottom of the hole, so that no gases are lost during the recovery (KVENVOLDEN et al., 

1983). Sampling from the PCS give information on the in-situ water and gases content of the 

sediments. Pressures, that were measured in successful PCS, are close to hydrostatic values. 

ANALYTICAL RESULTS 

Headspace gases. 

The methane content (expressed in ~1 per kilogram of sediment under standard 

conditions (25°C, 1 bar)) and the methane/ethane ratio measured on headspace samples are 

given in Fig. 2 for Sites 994, 995 and 997. The same pattern has been found for the three 

sites. In the first few meters (0-10 mbsf), methane is practically absent. Below this zone, a 

very strong increase of the methane content between 10 and 50 mbsf is observed from 40 to 

180000 ~1/kg. Below 50 mbsf, the methane concentration decreases steadily down to a depth 

of 200 mbsf; and at greater depths, the methane concentration remains nearly constant about 

10000 ~1/kg. Ethane headspace concentrations are low (0-8 ~1/kg) in the upper 400 mbsf and 

increase between 400 and 700 mbsf to values of 160 ~1/kg. The C02 content has not been 

measured systematically. C02 concentrations are highest from 200 to 450 mbsf, then decline 

with depth. A maximum value of 750 ~1/kg has been measured at a depth of 384.09 mbsf at 

Site 995. The methane/ethane ratio increases strongly in the first upper meters (0-40 mbsf) 

from values around 40 to 20000 (Fig. 2d,e,f). Below 100 mbsf, the ratio decreases 

exponentially with the depth. The methane/ethane ratio curve can be represented by a straight 

line on a logarithmic plot. A change of the slope of the curve can be observed at a depth of 
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about 400 rnbsf. This change of the slope is most noticeable on the profile for Site 995 

(Fig. 2e), where the methane/ethane ratio becornes alrnost constant below 400 rnbsf. 

Free gases. 

Results of the analyses are given in Fig. 3. Pree gases can only be sarnpled when 

pockets of free gas are present in the cores. As air contamination occurs during the sarnpling 

at various levels, only concentration ratios can be interpreted. The methane/ethane ratio is 

fairly constant at about 20000-30000 from 50 to 165 rnbsf. Below 165 rnbsf, the 

methane/ethane ratio decreases to values between 1000 and 2000 at 400 rnbsf. The 

methane/ethane ratio profiles are sirnilar to those obtained from headspace sarnples, but sorne 

differences are observable between the different profiles. First, the methane/ethane ratio is 

about 4-10 times higher for free gas sarnples than for headspace sarnples. For exarnple, at 

400 rnbsf, the methane/ethane ratio is around 700 for headspace gases, whereas it is around 

3000 for free gas sarnples. Like headspace sarnples, profiles are linear, when data are plotted 

against a logarithrnic axis for the methane/ethane ratio. A change of the slopes of the lines 

occurs at 570 rnbsf for Site 994, at 500 rnbsf for Site 995 and at 450 rnbsf for Site 997. A 

gradation of this effect can be observed respective! y for Sites 994, 995 and 997 (Fig. 3a,b,c ). 

Indeed, this slope change is most visible at Site 997, where the methane/ethane ratio becomes 

alrnost constant below 450 rnbsf at a level of about 1200, whereas the change of the slope is 

less visible for Sites 994 and 995. Several peaks towards lower methane/ethane values occur 

occasionnally along the methane/ethane profiles (at 190 and 280 rnbsf at Site 994, at 270 and 

430 rnbsf at Site 995, and at 250, 310, and 449 rnbsf at Site 997). The C02 concentrations 

vary widely (Fig. 3d,e,f), in particular below 500 rnbsf. In sorne sarnples between 200 and 

400 rnbsf, carbon dioxide rnakes up surprisingly up to 30 % of the free gases. Between 100 

and 200 rnbsf, the rnethane/C02 ratio decreases by a factor one from 40 to 4. Between 200 

and 500 rnbsf, the rnethane/C02 rernains roughly constant at a level of 4. Below 600 rnbsf, 

the rnethane/C02 content increases up to values of 20-40 at 700 rnbsf. At Site 994, a distinct 

maximum of 142 has been rneasured for the rnethane/C02 content at the depth of 272.69 

rnbsf, in a zone where gas hydrates have been recovered. Srnall arnounts of liquid 

hydrocarbons have been recovered at Site 997. Visible oil has been observed in the sediments 
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from 500 to 650 mbsf, and a strong aromatic odor accompanied each core. In addition, 

concentrations greater around 10 ppm have been detected for hydrocarbons (propane, butane, 

pentane, hexane, heptane, referred to as C3+, as a variety of additional unidentified 

compounds) by gas chromatography. The contents of isobutane and iso-pentane sometimes 

exceed that for propane. Iso-alkanes are more abundant than the normal alkanes. The 

methane/C3+ ratio is about 45 000 between 180 and 450 mbsf, and around 20 000 between 

450 and 700 mbsf. 

Gas Hydrates. 

Few gas hydrates have been recovered at Sites 994, 995 and 997. However, numero us 

evidences, as shown below, indicate their presence between 200 and 450 mbsf. 

A piece of gas hydrate (3 cm3) was recovered first at Site 994 at 259.9 mbsf. Dissociation of 

the gas hydrate yields a gas of composition of 98.78 % Cf4 and 1.22 % C02. Only minor 

amounts of ethane and propane are present, respectively 86 and 2 ppm. The gas/water 

volumetrie ratio is 154, giving a ratio of H20/CH4 molecules of 8.08. The theoretical 

chemical formula of a Cf4-rich gas hydrate, which forms a structure I is M,5.75 H20, where 

M designates a cavity that can be filled by a gas molecule. No gas hydrate has been sampled 

at Site 995. Massive gas hydrates have been recovered at 330-331 mbsf at Site 997. A sample 

was placed in a dissociation chamber, and the ratio of evolved gas volume to water is 138.7, 

giving a ratio of H20/Cf4 molecules of 7.27 and indicating that at least 79 % of the cavities 

are filled. The composition of the released gas is 98.43 % Cf4 and 1.57 % C02. Ethane and 

propane are present at very low levels (respectively 196 and 4 ppm). The methane/ethane ratio 

is 4936. This ratio falls within the range of the methane/ethane ratios measured for headspace 

gases (1880) and free gases (6748) taken from the same core. 

Interstitial waters. 

Interstitial waters are mainly composed of chloride ions (see below) and sodium ions 

(not measured). Sulfate is present in the few upper meters of the sediments (0.025 molal at 

the seafloor), but their concentrations tend to zero below 23 mbsf (Fig. 4a). The content of 

ammonium (Fig. 4b) increases linearly with the depth between 0 and 170 mbsf (reaching a 

value of 0.016 mM at 170 mbsf). The ammonium content continues to increase in small 
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amounts between 200 and 450 mbsf with an intensive scatter. A maximum value of 0.0223 

molal is reached at the depth of 500 mbsf. Ammonium then decreases with depth. Potassium 

(Fig. 4c) increases slightly with depth (0.0125 molal at the seafloor and with scatter up to 

0.015 molal at 473 mbsf, and then decreases to lower values (0.012 at 700 mbsf). Calcium 

(Fig. 4d) decreases strongly from 0.010 molal near the sediment-water interface to 0.002 

molal at 40 mbsf. Calcium content remains constant at 0.002-0.003 molal between 40 and 

400 mbsf. A linear increase of the calcium is observed between 400 and 700 mbsf (0.006 

molal at 700 mbsf). Magnesium (Fig. 4e) also decreases strongly in the 60 upper meters 

(0.05 molal at the seafloor and 0.022 molal at 60 mbsf). Then the magnesium content 

decreases linearly to 0.014 at 700 mbsf. The pH (Fig. 4f) of sampled waters oscillates 

between 7 and 8. 

Profiles of the chloride content and alkalinity are given for the Sites 994, 995 and 997 in Fig. 

5. Concentration values have been corrected for seawater contamination. The correction effect 

is small and tends to lower slightly the concentrations values in chloride by less than 0.006 

molal. The chloride profiles of the 994, 995 and 997 sites are very similar. In the first upper 

meters (0-12 mbsf), the chloride content increases slightly (from 0.557 molal near the 

sediment-water interface to 0.560 at 12.3 mbsf at Site 994). Below this depth, chloride 

steadily decreases to values around 0.51 molal at 190 mbsf. Between 190 and 440 mbsf, a 

zone with considerable scattering is observed. A general baseline concentration of about 0.5 

molal can be distinguished, but this trend is superimposed by numerous excursions to lower 

saline values (down to 0.44 molal at 400-410 mbsf). Two main subzones of irregular 

chloride vadations are noticeable, one between 200 and 280 mbsf, and the other between 380 

mbsf and 420 mbsf. Below 450 mbsf, the chloride content increases linearly at Sites 994 and 

995 (0.52 and 0.515 molal at 700 mbsf for Sites 994 and 995). The chloride content remains 

practically constant at 0.51 molal at Site 997. 

Alkalinity profiles are plotted in Fig. 5d, e and f. Alkalinity values increase linearly with 

the depth between 0 and 230 mbsf (0 molal near the water-sediment interface and 0.1 molal at 

230 mbsf). Alkalinity then increases slightly with depth reaching a maximum value of 0.126 

molal at 300 mbsf. From 250 to 450 mbsf, the alkalinity values exhibit several trends towards 
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lower values (up to 0.075 molal). Below 450 mbsf, the alkalinity values are less scattered and 

decrease linearly with the depth. A shift of the alkalinity to higher values is observed from 

Site 994 to Site 997. 

PCS samples. 

A pressure core sampler (PCS) has been used with success several times. The great 

advantage of this deviee is clearly its ability to sample gases and fluids with in-situ sediments 

by minimizing the losses during recovery (KVENVOLDEN et al., 1983). Several cores, that 

have been recovered with the PCS, were at pressures only slightly below the hydrostatic 

pressure, indicating that the losses of fluids are effectively small. Composition gases are 

similar with that measured shipboard on free gas samples, with the exception of two notable 

differences. First, higher concentrations of isobutane and n-heptane (respectively up to 618 

and 85 ppm) were observed in most gas samples from the PCS cores below 434 mbsf. 

Secondly, the C02 concentrations of gases recovered from the PCS are ten times lower. This 

discrepancy results probably from the sampling technique of gases from the PCS. Indeed, the 

gas from the PCS core travels through a four-liter volume of water before being sampled 

from the manifold. The water is undersatured in C02 at these high pressures (0-300bar). 

Thus, this volume of water is sufficient to dissolve a large fraction of the C02 released from 

the PCS core. 

DISCUSSION 

Chloride anomalies. 

Fluid analyses reveal first that there is a zone between 190 and 450 mbsf where the 

chemistry of the fluids shows irregular and anomalous trends. This is most clear on the 

chloride profiles. For the three holes (Sites 994, 995 and 997), the chloride content is highly 

irregular with many freshening anomalies. High chloride concentration contrasts (up to 0.06 

molal) are observed between adjacent samples. Diffusion should normally eliminate such 

chloride differences. Thus, these chloride excursions must have occured during cores 

retrieval and they result from the dissociation of locally-concentrated gas hydrates. These 

effects of dilution of interstitial waters by the decomposition of gas hydrates have already 
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been abundantly documented on other drilling sites (HESSE and HARRISON, 1981; 

JENDEN and GEISKES, 1983; KVENVOLDEN and BARNARD, 1983b; HESSE et al., 

1985; KASTNER et al., 1990; KVENVOLDEN and KASTNER, 1990; USSLER and 

PAULL, 1995). Dissolved ions are excluded from the hydrate lattice during the formation of 

gas hydrate. The marine sediments behave probably as an open system; and thus, the 

excluded ions diffuse away from the zone of formation of gas hydrates. The sediment 

compaction results also to a porosity reduction, and thus to the expulsion of these more saline 

waters. During core recovery and sampling, fresh waters are released by gas hydrates, 

leading to freshening of interstitial waters. This freshening of waters is visible too on the 

profiles of other ions (ammonium, calcium, magnesium, potassium, strontium, ... ), where 

concentration decrease up to 15 % occurs in gas hydrates-bearing zones. The chloride profiles 

indicate too that the distribution of inferred gas hydrates is heterogeneous. Two zones contain 

apparently higher amounts of gas hydrates. One is located between 380 and 420 mbsf, and 

the other between 200 and 280 mbsf. Another point of discussion is the presence or not of 

gas hydrates at background concentrations when no anomalous chloride concentrations have 

been observed. Interstitial waters have been sampled downhole by a WSTP (Water Sampler -

Temperature Probe) tool. Corrected chloride concentrations measured in the WSTP samples 

are consistent with the baseline concentrations (about 0.52 molal) of the interstitial waters in 

the zone between 190 and 450 mbsf. Therefore, gas hydrates are largely confined to the short 

freshening intervals. No chloride anomalies have been observed below 456 mbsf at Site 994, 

below 438 mbsf at Site 995 and below 460 mbsf at Site 997. This suggests that these depths 

represent the limit of gas hydrate occurrence. This inferrence is also consistent with certain 

logging results. More unexpectedly, chloride concentrations have been observed to increase 

slightly in the first few meters (0-12 mbsf) below the sediment-water interface from 0.555 to 

0.56 molal. Less saline waters are present below 12 mbsf. The existence of this local 

maximum in chloride concentrations at 12 mbsf is not yet explained. One explanation is that it 

represents ultrafiltration by compacted ela ys (McKEL VEY and MILNE, 1962; DESITTER, 

1949; MATSUHISA and MATSUMOTO, 1986). 

The phase diagram. 
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As shown above, gas hydrates seem to influence too the composition of gases. But, 

before any interpretation, it is necessary at first to know from which phase the gases come. A 

phase diagram showing the saturation boundaries of fluids at the Site 995 is given in Figure 

6. The diagram has been calculated by using thermodynamic models, described in DUBESSY 

et al. (1992), BAKKER et al. (1995) and DUAN et al. (1992). A geothermal gradient of 

33.7°C/km associated with an hydrostatic pressure regime has been established at Site 995 

based on measurements of in-situ temperatures. Water content of sediments measured on the 

ship has been used for the calculations. This exp lains the jagged nature of the calculated phase 

boundaries, as the water content has not been smoothed before the calculations. In the upper 

section (0-540 mbsf), and depending upon the methane content in sediments, pore waters can 

either be undersatured or oversaturated with respect to gas hydrates. Below 540 mbsf, gas 

hydrates are not stable because of the too high temperatures (above 21.8°C). Therefore, 

below 540 mbsf, pore waters are either undersaturated or oversaturated with respect to free 

gas. The depth of 540 mbsf corresponds to the larger depth, at which gas hydrates are stable. 

This level is commonly referred to as the BGHS (Base of Gas Hydrate Stability). Note here 

that the BGHS calculated for Site 995 lies at greater depth than that inferred from seismic 

profiles and geochemical studies (450 mbsf). This is the reason why in Fig. 6, a small field 

above the BGHS has been labelled as a possible zone of metastable free gas. This point will 

be discussed further. In the zone 0-190 mbsf, no gas hydrates are present. This means that 

the pore waters are undersaturated with respect to gas hydrates in this zone. Then, the 

methane content should be less than 800 ml/kg sediment. Thus, all sampled gases in this zone 

(0-190 mbsf) result from the degassification of the interstitial waters caused by the pressure 

drop during the core retrieval. In the zone 190-450 mbsf, gas hydrates are present (as 

discussed above), and the methane content must be at least locally higher than the saturation 

values (0.8 1/kg at 200 mbsf and 1.0 1/kg of sediment at 450 mbsf). Gas hydrates are solid 

phases, that are able to retain high amounts of methane, even when they are present only at 

low amounts. An illustration of this is given by the dotted curve of Fig. 6, that represents the 

amount of methane in sediments containing three percent in volume of gas hydrates. In such a 

case, a significant fraction (up to 60% of the methane) of the collected gases would come 
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from the gas hydrates. Therefore, gas released from gas hydrates are expected to influence the 

composition pattern of free gas samples. However, the sampling of free gases in the gas 

hydrate-rich zone was difficult because of the very gassy nature of the cores. Cores extrude 

from the core liner, resulting in a low recovery. Nevertheless, sorne data have been obtained 

in the same cores where gas hydrates have been sampled. Finally, below the BGHS, 

collected gases come from pore waters and from free gases (if the pore waters are saturated in 

methane). 

The carbon dioxide. 

Fractionation between the different phases may be first revealed by considering the 

methane and carbon dioxide. Both gases have indeed physico-chemical properties, that are 

very different. At Site 994, a distinct maximum value of 142 for the methane/carbon dioxide 

ratio has been measured at 272.69 mbsf near a core containing gas hydrates. This value is in 

large contrast with values obtained from cores recovered above and below (between 10 and 

20). The piece of gas hydrate sarnpled at 259.9 mbsf at Site 994 yields a methane/C02 ratio 

of 83. Another piece has been recovered at the Site 997 with a methane/C02 ratio of 63. 

Again, these values are stronger than the mean values (around 10) obtained from free gas 

sarnples between 190 and 450 mbsf at Site 997, and which are believed to represent the 

methane/C02 ratio of pore waters. Ail these data suggest that very different fractionations of 

methane and carbon dioxide occur between gas hydrates and interstitial waters. Gas hydrates 

would incorporate more easily methane molecules than carbon dioxide molecules. As a gas 

hydrate relatively enriched in methane dissociates, it would release more methane than carbon 

dioxide. This would lead to a relative depletion of carbon dioxide with respect to methane. 

There is no experimental data to confirm this fractionnation effect. However, thermodynamic 

models for gas hydrates (DUBESSY et al., 1992; BAKKER, 1996) are now available for 

quantifying this effect. For instance, at about l2°C (which is the temperature at about 272.69 

mbsf), a gas hydrate characterized by a methane/C02 ratio of 80 is predicted to be in 

equilibrium with seawater containing dissolved methane and carbon dioxide in a ratio of 3. 

Therefore, the behaviour of methane and carbon dioxide between gas hydrates and pore 

waters, that is calculated by the theory, is quite in agreement with our observations. In the 
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zone between 450-700 mbsf, gas hydrates are absent (see above). Thus, if the pore waters 

are saturated, a part of the sampled gases cornes from the gaseous phase, which is the stable 

methane-rich phase at these depths. Fractionation of gases occurs too between the aqueous 

solution and the gaseous phase. Indeed, carbon dioxide is about ten fold more soluble than 

methane. As a consequence, the methane/C02 ratio in liquid waters is ten fold lower than the 

corresponding ratio in gases. This could explain the higher variability of the methane/C02 

ratio below 500 mbsf observed for free gas samples in Fig. 3d, e and f. Oscillations of one 

order of amplitude are indeed measured for the methane/C02 ratio. These oscillations could 

result from the heterogeneous sampling of methane and carbon dioxide coming from two 

different coexisting sources (pore waters and gas phase). Moreover, the dissolved carbon 

dioxide is related to the alkalinity (HC03-). A rough relationship is observed between the 

alkalinity and the CD2 concentrations in free gases. When the alkalinity is low (varying from 

0 to 60 mMolal between 0 and 150 mbsf), high methane/C02 ratio are observed in free gas 

samples (above 20). The alkalinity is maximum in the gas hydrate-rich zone (190-450 mbsf), 

where the methane/C02 ratio of free gas samples is globally low (around 10). These 

observations prove too that the largest part of C02 in free gas samples was probably released 

from pore water bicarbonates above 450 mbsf. Freshening spikes are seen too along the 

alkalinity profiles in the gas hydrate zone. This is probably due to the dilution caused by the 

freshening of waters during the dissociation of gas hydrates. Below 450 mbsf, alkalinity 

decreases smoothly, indicating a smooth decrease of the dissolved carbon dioxide in the pore 

waters. This observation confirms that the large oscillations of the methane/C02 ratio in free 

gas samples cannot result from an heterogenous distribution of the carbon dioxide in the 

sediments. 

The methane and other hydrocarbons. 

Similarities and differences have been noticed too for the methane and methane/ethane 

profiles obtained on this leg when compared to other drilling sites. The upper sediment 

column (0-30 mbsf) is strongly depleted in methane (Fig. 2). This zone corresponds to the 

sulfate reduction zone, where organic matter is oxided by sulfate : 

2 CH20 + S042- = S2- + 2 C02 + H20 (1) 
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Sulfate ions diffuse downwards from the oceanic waters and are progressively reduced by 

bac teri a to produce sulfur. Below this zone, the methane concentration increases strongly. 

The ethane content is very low, resulting to a very high methane/ethane ratio (above 10000 at 

50 mbsf in headspace samples and above 40000 in free gas samples). This high ratio 

indicates that methane is of biologie origin (BERNARD et al., 1976). Methane is produced by 

bacterial oxidation of organic matter (PAULL et al., 1994): 

2 CH20 = CI4 + C02 (2) 

Another evidence of the occurence of this reaction is the strong increase of the alkalinity in 

this zone (Fig. 5), caused by the production of carbon dioxide. Upwards migration from 

underlying sediments superimposes probab1y the methanogenesis to produce the high 

methane concentration of methane observed in headspace samples between 50 and 100 mbsf. 

Below 200 mbsf, the amount of methane extracted from headspace samples decreases to 

about 10 ml/kg of sediment at 200 mbsf and then remains roughly constant. This decrease of 

the heaspace methane content should not be taken into account too seriously, as it 

corresponds certainly to an artefact. Indeed, it will be demonstrated below that the methane 

concentration does increase with the depth. A change ofthe coring techniques occurs below 

around 100 mbsf, causing a greater disturbance of the sediments, and thus a greater loss of 

gas. As observed above, the methane/ethane ratio is about ten fold greater in free gas samples 

than in headspace samples. Gas extracted from headspace samples corresponds to residual 

molecules that are bound strongly to the sediments (adsorption); and it is likely that ethane 

and higher molecular weight hydrocarbons adsorb more favorably on minerais than methane. 

However, the same trends for the methane/ethane ratio are observed between headspace 

samples and free gas samples. The methane/ethane ratio decreases exponentially with depth, 

as it has been already documented on other sites (KVENVOLDEN and BARNARD, 

1983a,b). However, a sudden change of the exponential slope occurs approximately at 450 

mbsf (Fig. 2 and 3); and below 450 mbsf, the methane/ethane ratio still decreases 

exponentially with the depth, but more slowly. The exponential decrease of the 

methane/ethane ratio, which is commonly observed in sediments of continental margins, is 

usually interpreted as the result of upwards migration from deep zones where ethane and 
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higher molecular weight hydrocarbons are produced by thermogenic processes. Thus, 

hydrates-rich layers seem to hinder at least pattially the upwards diffusion of ethane and other 

hydrocarbons. Another argument in favor of this hypothesis is the presence of high 

concentrations of iso butane and n-heptane observed in PCS cores and free gas samples below 

434 msbf at Site 997. These hydrocarbons could constitute a residu al pool of hydrocarbons, 

that have formed by higher migration rates and incorporations of methane in gas hydrates. 

Se veral large offsets of the methane/ethane ratio to lower values have been noted in free gas 

samples (at 280 mbsf at Site 994, at 300 and 440 mbsf at Site 995). These offsets could be 

due to the dissociation of gas hydrates relatively enriched in ethane. However, gas hydrates, 

that have been recovered at Site 994 and 997, are characterized by very low concentrations of 

ethane (the methane/ethane ratios of the gas hydrate sampled at 259.9 mbsf at Site 994 and at 

330 mbsf at Site 997 are respectively 11486 and 5022. These ratios are of the same order than 

the background values measured for free gas samples). No data exist on the fractionation of 

methane and ethane between gas hydrates and an aqueous solution. However, gas hydrates 

are expected to incorporate more easily methane molecules than ethane. Therefore, the 

hypothesis of ethane-concentrated gas hydrates is difficult to defend and decomposition of 

gas hydrates leads certainly to an increase of the methane/ethane ratio. Another explanation 

would be the presence of zones, where the pore waters are locally enriched in ethane. Indeed, 

it is interesting to note that these zones of higher ethane concentrations are located just below 

lay ers, th at are more concentrated in gas hydrates (compare Fig. 3a, b and c with Fig. 

5a,b,c). Thus, these gas hydrates-concentrated layers would act as a partial seal, that would 

slow down the upward migration of ethane. 

AMOUNTS AND DISTRIBUTION OF GAS HYDRA TES 

One of the objectives of this leg is to assess the amounts and the distribution of gas 

hydrates in the sediments of a passive margin. This can be achieved by two independent 

ways, either by using the chloride anomalies or the PCS samples. 

As seen above, anomalously freshening of pore waters indicates the presence of gas hydrates 

and it is possible to estimate quantitatively the amount of gas hydrates responsible for the 
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salinity decrease of waters. Consider one liter of aqueous solution of molality mo containing p 

moles of gas hydrates. The dissociation of p moles of gas hydrates yields px 5.75 moles of 

H20 (if ail cages are occupied by gas molecules), thus decreasing the molality of the 

interstitial water to a molality m. The molality decrease dm is related to the amount of initial 

gas hydrates by : 

dm = m - m 0 = nCl 1 18 x ( 1/ n - 1/n ') (3) 

where nCl is the number of CI- ions in one kilo gram of water, no is the initial number of H20 

molecules (n °=55.55 moles) in one liter of water and n is the number of H20 molecules after 

dissociation of gas hydrates (n = 55.55 + 5.75 p =no+ 5.75 p). Then, the molality decrease 

can be explicited as follows: 

dm= m 0 (n °/n- 1). 

Therefore, 

n°/n =dm/ m 0 + 1, 

and frnally after sorne algebra, 

p = (m 0/m-1) x 55.5515.75 

(4) 

(5a) 

(5b) 

One mole of gas hydrate occupies a space of 22.8 cm3fmole. The filling F of interstitial 

porous space by gas hydrates prior the drilling can be estimated by : 

F = 22.8 p 1 ( 22.8 p + 1000 ) (6) 

Use of Equation (5b) and (6) with chloride concentration data of Sites 994, 995 and 997 

yields values that reach values as high as 6 vol. % (at 330 mbsf at Site 997) for the degree of 

filling of gas hydrates in the porous interstitial space. A median value of 3 % is found in all 

the interstitial water samples presenting anomalously low chloride values between 200 and 

450 mbsf. 

The other way to estimate the amount of gas hydrates is to use PCS samples data with a 

saturation phase diagram, as given in Fig. 6. This has been carried out in Fig. 7, where 

the calculated methane saturation in pore waters are compared with data obtained from PCS 

samples from Sites 994, 995 and 997. Saturation values with respect to gas hydrates, as 

calculated from the thermodynamic models described in DUBESSY et al. (1992) and 

BAKKER et al. (1996) are plotted as a function of the depth. Saturation values increase 
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slightly with the depth from 0.7 to 1.31iter per kg of sediment between 0 and 450 mbsf. For 

these calculations, a mean geothermal gradient of 37°C/km (as measured on Sites 994 and 

997) bas been used with the mean water content of sediments of Sites 994, 995 and 997. 

Pore waters have been assimilated to a NaCl aqueous solution of molality 0.575. The BGHS 

is calculated to be at 450 mbsf. Below the BGHS, the model of DUAN et al. (1992) has been 

used for calculating the methane saturation in seawater. Comparison of PCS data with 

calculated saturation curves is in quite good agreement with conclusions inferred from the 

chloride profiles. In the upper section (0-200 mbsf), PCS samples are undersaturated and no 

gas hydrate can form. At 200 mbsf, one sample is slightly oversaturated and should have 

contained a small amount of gas hydrates (around 0.3 % of the bulk volume of sediments). 

Between 220 and 350 mbsf, all sampled PCS cores are undersaturated. Between 380 and 450 

mbsf, all PCS cores (except one) are clearly oversaturated in methane. Amounts of gas 

hydrates can reach three percent of the bulk volume of the sediments in the most gas hydrates

concentrated layers. 

THE SIGNIFICATION OF THE BSR 

Another important question is related to the nature of the BSR. First, PCS samples of 

sediments, that were recovered in the zone below the BSR, contain very large quantities of 

methane (up to eight liters per kg of sediment, see Fig. 7). Moreover, no anomalous 

freshening anomalies have been detected in the interstitial waters of these samples. This 

confirms that the BSR corresponds to the interface between a zone rich in gas hydrates 

overlying a zone containing high amounts of free gas. As a consequence, the BSR should 

correspond to the BGHS. Another important question is why there is no BSR at Site 994. A 

working hypothesis is that the BSR occurs because of the presence of free gas rather than gas 

hydrate (MINSHULL and WHITE, 1989; SINGH et al., 1993), and that there is less free gas 

below 440 mbsf at Site 994 than at Site 997. 

The BGHS was calculated for Sites 994, 995 and 997 by locating the intersection of the 

geothermal gradient with the experimental stability curve of methane hydrate in seawater in a 

pressure-temperature diagram (Fig. 8). Geothermal gradients, as determined by the in-situ 
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temperature measurements during the leg, were used for the calculations. The temperature at 

the water-sediment interface is 3.6°C. The geothermal gradients were measured respectively at 

Sites 994, 995 and 997 (37.3± 0.13, 33.7 ± 0.09 and 36.9 ± 0.04 °C/km). Levels of the 

BGHS are calculated respectively at 491 ± 20, 536 ± 15, and 482 ± 5 mbsf. No BSR has 

been recorded at Site 994. Vertical Seismic Profile (VSP) experiments place the BSR at 

440±10 mbsf at Site 995, and at 450 ± 10 mbsf at Site 997. These depths are coïncident with 

the base of the lower zone of Cl- excursions observed on chloride profiles. Discrepancies do 

appear between the calculated BGHS and the observed BSR. This is particularly true for the 

Site 995, where the BGHS is estimated to be 86 mbsf below the BSR. A better agreement is 

found at Site 997, where the BGHS is found at 28 mbsf below the BSR. The discrepancy at 

Site 997 is weil within the range of uncertainties of parameters. However, this is not the case 

at Site 995. The geothermal gradient at Site 995 is around ten percent lower than at Sites 994 

and 997. The first question, th at arises, is how the geothermal gradient can vary to such 

extent from one site to the other distanced only by less than five kilometers. Problems with 

the in-situ temperature measurements cannot be discarded. Another hypothesis is that fined 

grained sediments modify the stability conditions of gas hydrates. Porosity could shift the 

dissociation temperature of gas hydrates by a few tenths of degrees (CLENNELL et al., 

submitted). A third explanation would be that Site 995 has not yet reached its equilibrium 

state. The BGHS is expected to move through the sediment column during geological times 

as a result of sedimentation and sea-level changes (see below). The depth of the BSR at Site 

995 would correspond to a fossil depth to the BGHS that occured during sorne previous 

change of the sea level and/or the bottom water temperature (PAULL et al. 1991). Limitation 

of the diffusion rate of the heat and/or the salinity could support such an hypothesis. 

However, it is difficult to understand why such a phenomenom would occur only at Site 995, 

and not at Site 997. 

CONCLUSION 

Drilling operations of a gas hydrate rich field during the ODP Leg 164 in the Blake Outer 

Ridge has brought several new and important information on marine gas hydrates. The 
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recovery of gas hydrates was difficult. However, the analysis of the chloride profiles and 

PCS samples yields important information on the amounts and distribution of gas hydrates 

throughout the sedimentary column. Gas hydrates are present between 190 mbsf and 450 

mbsf. Two zones are locally more concentrated (between 240 and 280 mbsf, and between 

380 and 420 msf) respectively with a mean amount of 1.5 and 3 percent of the bulk: volume 

occupied by gas hydrates. Between 280 and 380 mbsf, the amount is estimated around 1 

percent of the bulk: volume. These values confirm that gas hydrates represent an enormous 

reservoir of methane in marine sediments. This represents 275 kg of methane per square 

meter; and by considering the extent of the Blake Ridge (24000 km2), where a BSR has been 

recorded, this represents a total amount of around one Gt of methane. Moreover, free gases 

are present throughout a zone a few hundred meters thick beneath the gas hydrate-bearing 

zone and constitutes an important ressource of methane. The leg has confirmed the nature of 

the BSR in this region as a reflector between a gas hydrate-rich layer overlying a zone 

containing free gas. Thus, the BSR is clearly an indicator of gas hydrates in this region. The 

Leg 164 reveals too that gas hydrates are present even when the BSR is absent (Site 994). 

Gas hydrates are shown to modify the circulation of fluids. Free gas and pore waters below 

gas hydrates zones are shown to be enriched in ethane and higher hydrocarbons. Gas 

hydrates cement the pore spaces, and thus, may act as a barrier seal. The profile of carbon 

dioxide is influenced by its fractionation between gas hydrates and pore waters above the 

BSR, and between free gas and pore waters below the BSR. 
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LIST OF FIGURES 

Figure 1. Map showing the location of the drilling sites. The dotted zone corresponds to the 

extent of gas hydrates-rich field based on the presence of the BSR on seismic profiles. 

Figure 2. Profiles of the headspace methane amounts at Site 994 (a), 995 (b) and 997 (c). 

The corresponding profiles of the methane/ethane ratio are given in Fig.ld, e and f. 

Figure 3. Profiles of the methane/ethane ratio at Sites 994 (a), 995 (b) and 997 (c), and 

profiles of the methane/C02 ratio at Sites 994 (d), 995 (e) and 997 (f) measured for free gas 

samples. 

Figure 4. Profiles measured at Site 997 of the sulfate (a), ammonium (b), potassium (c), 

calcium (d), magnesium (e) and pH (f). 

Figure S. Chloride and alkalinity profiles at Site 994 (a and d), at Site 995 (b ande) and at 

Site 997 (c and f) are given on (depth vs molality) diagrams. 

Figure 6. Theoretical phase diagram (depth vs methane amounts) showing the stability 

fields of gas hydrates and free gas at Site 995. Saturation curves of the methane with respect 

to gas hydrates (thick fullline) and the vapor phase (thick dashed line) have been drawn. The 

intersection of these two curves is the BGHS and delimits the phase boundary between the 

gas hydrate and the free gas stability fields. Saturation curves have been calculated from the 

water content of the sediments. Note that the calculated BGHS is located at depths (at 536 ± 

15 mbsf) weil below from the observed BGHS inferred from chloride profiles and seismic 

records (at 450 ± 10 mbsf). The dotted curve indicates the amount of methane required for 

forming three percent in volume of gas hydrates in the sediments. 

Les systèmes eau-gaz-sels 
214 



Figure 7. (Depth vs methane amount) diagram. The horizontal dashed line at 450 mbsf 

indicates the level of the BSR at Site 995 and 997. The solid line is the saturation curve of 

methane in aqueous solution. Above the BSR, gas hydrates form when pore waters are 

saturated with respect to methane; and below the BSR, free gase appear when the saturation 

of pore waters is reached. Symbols indicate the methane amounts collected from PCS 

samples (empty square: Hole 994A; empty triangle: Hole 994B; empty circle: Hole 994C; 

filled circle: Hole 997 A; ftlled square: Hole 997B). 

Figure 8. (Depth vs temperature) diagrams for the Site 994 (a), 995 (b) and 997 (c). On the 

left axis, the depth is indicated in meters below the ocean surface (mbos), whereas it is given 

in meters below the sea floor (mbsf) on the right axis. The seabottom is represented by the 

horizontal solid line. The geothermal gradient is given by the two dashed lines, and is 

estimated from in-situ temperature measurements done during this leg (diamond points; 

uncertainties on the temperature measurements are represented by the small horizontallines). 

The dissociation curve of gas hydrates is indicated by both non-horizontal solid lines. The 

first line on the right side gives the dissociation temperature of a methane gas hydrate in pure 

water, whereas the second one on the left indicates the dissociation temperature of a methane 

gas hydrate in seawater. These lines have been calculated by the model of BAKKER (1996). 

Les systèmes eau-gaz-sels 
215 



1:"" 
Cl> 
00 

00 
'-<: 
00 

~ 

~ 
00 

Cl> 

ê 
1 

OQ 

~ 
til 

~ 
00 

N _. 
0\ 

82° 80° 

, 
-· (Q 
c: 
; 
...loo 

78° 76° 

BAHAMAS 

74° 72° w 

994 
~ .. , 995 

BLAKE 
RIDGE 

997 

34° 

Zone characterised 
the presence of 

aBSR 

30° 

28° 

26° 



~ 10~ • • ~0 @] 10~ ? 100 

f 
:n 

- 200 - 200 'm' 200 j (Q 
c - - ""1 en en 
(!) .0 .0 "E 3oo E 300 E 300 1\) ..._.. ..._.. ..._.. 

:S 400 :S 400 :S 400 a. a. a. Q) Q) Q) 0 500 0 500 0 500 

600 600 600 
700 700 700 

l' 101 102 103 104 105 101 102 103 104 105 101 102 103 104 105 (1) 

"' "' Methane {j..tl/kg sediment) Methane {j..tl/kg sediment) Methane {j..tl/kg sediment) '< 
"' ~ s 
(1) 

@] 10~~ ;1 ~ 10~j 9

i 1 

[!] 0 
"' e-e (1) 
po 
ç:: 

' 100 (1Q 
po 
N 
' "' - 200 

. 
-- 200 - 200 

(1) 

èii" - - -en en en .0 300 .0 
300 .0 300 E E E ..._.. ..._.. ..._.. 

:S 400 :S 400 :S 400 a. a. a. Q) Q) Q) 
0 500 0 500 0 500 

600 600 600 

700 994 
700 700 

101 102 103 104 101 102 103 104 101 102 103 104 

Methane/Ethane Methane/Ethane Methane/Ethane 
N ....... 
-....] 



§] 10~J 994 • ~ 1 ~ 10~J 995 ~ 1 @] 10~j 997 ;__ 1 !! 
(Q 
c . 

'm 200 ~ ~ 1 

'"'1 
-- 200 -- 200 (1) - - w C/) C/) 
.0 

300 .0 
300 .0 300 E E E - - -:5 400 :5 400 :5 400 a. a. a. Q) Q) Q) 

0 500 0 500 0 500 

600 600 600 
l' 700 700 700 ~ 

"' "' '< 
"' & s 

Methane/Ethane Methane/Ethane 
~ Methane/Ethane "' ~ 

@] 1 §] oj [!] 
1» 

10~j 1 

0 !:! 
1 

995 
(1q 

994 a 1» 
N 
1 

~ 100 "' 100 ~ 

"' 
-- 200 .- 200 - 200 - ..... -C/) C/) C/) 
.0 

300 .0 
300 .0 300 E E E - - -:5 400 :5 400 :5 400 a. a. a. Q) Q) Q) 

0 500 0 500 0 500 

600 600 600 

700 700 700 

10 100 
2 

10 
2 2 4 6 1 2 

10 
4 6 1 2 

Methane/C02 Methane/C02 Methane/C02 

N 
f-' 
00 



Figure 4 

~ 
0 

200 --en 
.0 
E .......... 
..c 400 -0.. 
Q) 

0 

600 

@] 0 

200 ..---en 
.0 
E .......... 
..c 400 -0.. 
Q) 

0 

600 

+ ++ + + ++++ ++ ++ 

+ 

0 5 19 15 20 25 
804 +(mMolal) 

- .. 
~tt+ 

- + \tr-tp-
+ ++t. 
+f*tt + 

+ ~~ 
+ -f* -t. - + t+#+ 

+ + + :t 
+. +.+ -!:j.. += 
+,'+ 1-- + :~t+ 

+ +t 
+=t'+ 

1 1 1 1 1 1 
12 13 14 15 16 17 

K+(mMolal) 

1 
10 

1 1 1 
20 30 40 

Mg2+(mMolal) 

+ 

1 

50 

~ 

--en 
.0 
E .......... 
..c -0.. 
Q) 

0 

@] 

--en 
.0 
E .......... 
..c -0.. 
Q) 

0 

[!] 

..---en 

.0 
E .......... 
..c -0.. 
Q) 

0 

200-

400-

600-

0-

200-

1 
0 

1 1 1 1 
5 10 15 20 

NH4+ (mMolal) 

C-H-*-H-++ + 
+t 

~1 

*1: 400- "F~ + + 
-J:t 
-iF+ -l:t-

600- +{~ 
=t- + + 

':f + + 
+ + + 

1 1 1 1 1 
2 4 6 8 10 

Ca2+(mMolal) 

0 

200 

400 

600 

-
+ *'+~ 

- +-tf 
++ +f + -l:t- + 

- t 
-fi:++ 
++ + t + + 

- ) : + 

+ + +t 
1 1 1 1 

6.0 7.0 8.0 9.0 
pH 

Les systèmes eau-gaz-sels 
219 



§] 
0] 994 1 

100 • 

- 200 
t• 

• • tf - ···•fA\ Cl) 
.0 300 • E ••• ..._.. a 4oo '\•• ~, Q) 

0 
500 

600-1 ' 700-1 ·; 
l' 1 1 1 1 (V 
Cil 

400 450 500 550 Cil 
'< 
Cil cr (mMolal) (; 
s 
(V 
Cil 

@Jo' 
(V 
~ 
~ 
1 

(IQ 

100 .... • li ~ 
N 
1 • • Cil 

~ 

- 200 \•. Cil 

!300 ·~ 
a 4oo ~~ 
Q) • 
0 

500 ~ , .. 
(• 600 -1 - - •• 

700 -1 • t 
1 1 1 
0 40 80 120 

alkalinity (mMolal) 
N 
N 
0 

~0 
100 

- 200 -Cl) 
.0 300 E ..._... 

a 4oo 
Q) 

0 
500 

600 

700 

995 

0 

0 

400 450 500 550 
cr (mMolal) 

~10:J',, 
200 ~ 

"' 0 f 300 
00

, 

..c 00 ° a 4 

~ Jo 
995 il 1 

-1 1 1 700 "1 1 1 1 1 120 
40 80 

0 alkalinity (mMolal) 

@] 10: 
- 200 -Cl) 
.0 300 E ........... a 4oo 
Q) 

0 
500 

600 

700 

0 

[!] 100 

.:;::
Cl) 

200 

.0 300 E ........... 

..c ...... 
a. 
Q) 

0 

400 

997 1 . .. ·::y , . 
•••• • • • 

f 
400 450 500 550 

cr (mMolal) 

•• ., 
• 
··~ • • .. 

. ~-· 
.If. ,.. 

600-1 1 1• 

700-1 '-

500 

1 1 .. 1 1 1 1 1 1 

0 40 80 120 
alkalinity (mMolal) 

:!! 
(,Q 
s:: 
a; 
(J1 



100 

200 

-- 300 -(/) 
.0 
E .......... 
.c 
+-' 

ar 4oo 
0 

500 

600 

700 

0 

Figure 6 

No Gas 
Hydrate 

No Gas 

1 

Gas Hydrate 

Meta stable 
Free Gas? 

Base of gas hydrate stability 

-Gas hydrate saturation 
----Gas saturation 
----Metastable gas saturation 
........... 3 °/o vol. of gas hydrate 

2 3 
Methane (1/kg sediment) 

Les systèmes eau-gaz-sels 

4 

221 



c 
Cl) 
.0 
E ......... 
..c: ..... 

0 

100 

200 

300 

ar 4oo 
Cl 

500 

600 

700 

Figure 7 

• 
0 

OLl 

Ll 

0 
o • Gas Hydrate 

•••••••••••••••••••••• Çl ••••• 4t •••••••••••••••••••••••••••••••••••••• 

0 Free gas • 

0 

0 2 4 6 8 
Methane (1/kg sediment) 

Les systèmes eau-gaz-sels 
222 



fi) 3000-
0 
.0 
E ......... 
:5 3200-
0.. 
(]) 

Cl 

3400-

994 

1+1 
1+1 
1+1 

1+1 

-

-

1-

-

0 

200 0 
CD 

"'0 ...... 
::r 

400 
.--.. 
3 
0" 
(/) -........ 

600 

3600 - 1 \ - 800 
~,----~,----~,----~,----~,----~,-----r, 

~ 2800 

fi) 3000 
0 
.0 
E ......... 
:5 3200 
0.. 
(]) 

Cl 

3400 

3600 

lcl28oo 

.--.. 3000 (/) 
0 
.0 
E ........ 
.s:: 3200 -0.. 
(]) 

Cl 

3400 

3600 

Figure 8 

0 5 1 0 15 20 25 30 

0 5 

Temperature (°C) 

:::JI 

~ ·~ .. 
ftoi .. 

~:···· ........... 

10 15 20 
Temperature (0 C) 

..... ~ 
....... 

······ .• , .. ..... ., 
*''lit 

··~ ... ,,,. 
=======================~ 

997 

0 5 10 15 20 
Temperature (0 C) 

25 30 

----------------

25 30 

Les systèmes eau-gaz-sels 

0 

200 

400 

600 

800 

0 

200 

0 
CD 

"'0 -::r 
.--.. 
3 
0" 
(/) -........ 

0 
CD 
-g 
::r 

400 3 

600 

800 

0" 
(/) -........ 

223 



CONCLUSION 

Les systèmes eau-gaz-sels 224 



Conclusion 

Ce mémoire a couvert trois aspects des équilibres de phases dans les 

systèmes eau-gaz-sels et de leur application à la géologie: les équilibres de phases dans le 

système C02-CI4-N2, les équilibres liquide-vapeur des systèmes eau-sels, et les équilibres 

de phases impliquant des hydrates de gaz dans les systèmes eau-gaz-sels. 

Les équilibres de phases dans le système C02-CH4-N2 sont ceux qui 

paraissent être les plus simples à traiter. Tous les équilibres de phases (liquide-vapeur, 

liquide-liquide, solide-liquide-gaz, solide-liquide, solide-gaz) ont été calculés avec l'aide 

d'une simple équation cubique à deux paramètres (Soave, 1972). Un bon accord avec les 

données expérimentales en dehors du domaine critique est obtenue en utilisant un seul 

paramètre d'interaction pour chaque système binaire C02-Cl4, Cl4-N2 et C02-N2. Dans 

le domaine critique, les pressions calculées surestiment de manière significative les 

pressions expérimentales. Une amélioration du modèle a été proposée en utilisant des 

paramètres d'interactions binaires dépendant de la densité des phases liquide et vapeur en 

équilibre. Cette modification conduit à une amélioration sensible des prédictions dans le 

domaine critique, à la fois pour les systèmes binaires C02-N2 et C02-Cl4, mais aussi sur 

le système ternaire C02-CH4-N2. Les propriétés v-x des fluides C02-CH4-N2 peuvent 

donc être maintenant déterminées en combinant ce modèle avec un modèle de calcul des 

densités des fluides. 

La deuxième application concerne la prédiction des équilibres liquide-gaz 

des systèmes eau-sels. Le modèle de Lvov (LVOV et WOOD, 1990) assimilant le fluide à 

un mélange d'ions et de dipôles ion-dipôle, développé à partir de la "Mean Spherical 

Approximation", a été exploité. Ce modèle de mécanique statistique est basé sur des bases 

théoriques solides et rend compte des interactions majeures ion-ion, ion-dipôle et dipôle

dipôle existant dans les solutions électrolytiques. L'influence des paramètres physiques 

(moment dipolaire, diamètre des ions et des dipôles, valence et charge des ions) sur la 

topologie des diagrammes de phases a d'abord été étudiée et représentée sous la forme d'un 
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diagramme de phase global. Le modèle ion-dipôle a été ensuite appliqué aux équilibres 

liquide-vapeur dans le système H20-NaCl. ll est apparu très vite que le système H20-NaCl 

ne peut être représenté uniquement par un fluide composé d'ions et de dipôles. A haute 

température ou dans les phases de faible densité, la formation des paires d'ions NaCl doit 

être prise en compte. Les constantes d'association ont été déterminées par ajustement sur les 

écarts de composition entre les prédictions du modèle ion-dipôle et les données 

expérimentales d'équilibre liquide-vapeur. Les constantes d'association obtenues varient en 

fonction de la température, densité et composition. Les variations des constantes 

d'associations à dilution infinie en fonction de la densité peuvent être reliées au nombre de 

molécules d'eau, qui sont libérées hors de la sphère d'hydratation des ions lors de la 

formation des paires d'ions. Les nombres d'hydratation estimés sont en bon accord avec les 

valeurs estimées par d'autres méthodes. A basse température (en dessous de 400°C), le 

modèle ion-dipôle doit être associé avec un terme de van der Waals afin d'obtenir un bon 

accord avec les données expérimentales. Une signification physique claire ne peut pas être 

attribuée ce terme de van der Waals. Cependant, la bonne qualité des prédictions, le nombre 

réduit des paramètres d'ajustement, la signification physique de la plupart des paramètres, 

toutes ces raisons militent en faveur du modèle ion-dipôle. Des améliorations peuvent être 

encore apportées, et il est pensable que le modèle ion-dipôle pourra servir de base de 

développement pour une équation d'état générale pour les équilibres liquide-vapeur dans les 

systèmes eau-sels et eau-gaz-sels. 

La troisième application concerne les équilibres de phase à basse température 

(en dessous de 30°C) des systèmes eau-gaz-sels. Des hydrates de gaz peuvent alors se 

former. Ceci se produit dans les inclusions fluides lors des mesures micro thermométriques 

à basse température. Un modèle de stabilité des hydrates de gaz, basé sur le cadre théorique 

de van der Waals et Platteuw (1959), a été établi et utilisé pour déterminer la salinité globale 

et la densité de la partie volatile à partir des mesures de la température de fusion de la glace 

et de la température de dissociation du clathrate en l'absence de phase carbonique dense. 

Les conditions de pression-température sont favorables aussi à la formation d'hydrates de 
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ont été collectées. Les analyses des fluides collectées (eaux interstitielles, gaz) révèlent 

clairement l'influence des hydrates de gaz sur la circulation des fluides. Des enrichissements 

de la fraction lourde des hydrocarbones sont observés en dessous des zones riches en 

hydrates de gaz. Ceci suggère que les couches riches en hydrates de gaz agissent au moins 

partiellement comme des barrières de perméabilité. Les hydrates de gaz modifient également 

la composition des fluides. Les sels sont exclus de la structure des hydrates de gaz, et le 

méthane est incorporé préférentiellement par rapport au dioxide de carbone. Le Leg 164 

confirme également que la distribution des hydrates de gaz est d'abord contrôlée par leur 

conditions de stabilité (pression, température et quantité de méthane). Ceci illustre 

l'importance de la modélisation thermodynamique pour la compréhension des processus 

géologiques. 
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