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Résumé

Les processus métiers peuvent être vus comme une collection d’activités exécutées
et coordonnées afin de produire un résultat bien spécifique, répondant aux besoins d’un
client (interne et/ou externe). La gestion des processus métiers (Business process mana-
gement - BPM) est un domaine de recherche très actif dans la discipline des systèmes
d’informations. Il a pour objectif l’amélioration continue de l’efficacité et la performance
des processus d’une entreprise, par le biais des méthodes, des techniques et des outils qu’il
offre afin d’ appuyer la conception, la mise en œuvre, la gestion, l’analyse, et l’automatisa-
tion, dans la mesure du possible, des processus métier, et donc gagner en termes d’agilité,
de flexibilité et de performance.

Même si plusieurs méthodes d’amélioration des processus métier (Business Process
Improvement- BPI) sont disponibles dans la littérature, les organisations rencontrent tou-
jours des difficultés pour les appliquer efficacement. Ces difficultés peuvent être justifiées
par le fait que les méthodes BPI existantes ne répondent pas à toutes les exigences ré-
centes des organisations et ne s’adaptent pas aux progrès réalisés, ces dernières années,
dans plusieurs domaines tels que l’intelligence artificielle, les techniques d’analyse des
données, l’apprentissage automatique, le process mining et le traitement des (flux) événe-
ments, etc.

En outre, avec cette nouvelle ère de digitalisation et l’essor de plusieurs nouvelles tech-
nologies telles que le Big Data, l’Internet des objets (IoT), le Cloud Computing, etc, les
organisations sont confrontées à de nouveaux facteurs et défis redéfinissant le marché et
qui génèrent de réels changements dans le BPM traditionnel. Parmi ces nouveaux défis on
trouve la quantité de données et d’événements, provenant, avec une très grande vélocité,
de différentes sources hétérogènes (des interactions internes ou externes de l’entreprise,
IoT, etc). Ces données doivent être bien analysées et exploitées afin d’en extraire, des
résultats à forte valeur ajoutée qui peuvent aider l’entreprise dans son processus de prise
de décision. Cependant, les outils traditionnels proposés par la méthode du management
des processus métiers présentent différentes limites concernant le traitement, la fouille et
l’analyse des données et l’exploitation des résultats de ces analyses en temps réel.

La nature interdisciplinaire du BPM est un facteur clé qui favorise les perspectives
d’amélioration dans ce domaine. L’objectif de ce travail de thèse est de proposer de nou-
velles approches pour augmenter les processus métier, en s’appuyant principalement sur
l’analyse des données, les algorithmes d’apprentissage automatique et le traitement des
événements complexes, afin d’exploiter les données et évenements générés par l’exécution
des processus métier et de trouver des moyens d’améliorer ces processus sous différents
angles tels que l’ordonnancement des instances et la gestion des événements dans un en-
vironnement IoT.



L’IoT est en train de devenir une zone d’innovations technologiques et de promesses
de développement économique pour de nombreuses industries et services. Ce nouveau
changement de paradigme affecte toutes les couches de l’architecture d’entreprise, de l’in-
frastructure au métier. Le Business Process Management (BPM) est un domaine parmi
d’autres qui est affecté par cette nouvelle technologie. Pour faire face à l’explosion des don-
nées et des événements résultant, entre autres, de l’IoT, les processus d’analyse de données
combinés aux techniques de traitement des événements, examinent de grands ensembles
de données pour découvrir des modèles cachés, des corrélations inconnues entre les événe-
ments collectés, soit à un niveau très technique (détection des incidents/anomalies, main-
tenance prédictive), soit au niveau métier (préférences des clients, tendances du marché,
opportunités de revenus) pour fournir une meilleure efficacité opérationnelle, un meilleur
service client et des avantages concurrentiels sur les organisations rivales. Afin de capi-
taliser la valeur commerciale des données et des événements générés par les capteurs de
IoT, IoT, Data Analytics, Traitement des Évènements et BPM doivent se rencontrer au
milieu.

Mots-clés: Gestion des Processus Métier, BPM augmentée, Internet des Objets, Traite-
ment des événements Complexes, CEP, Sciences des données, Apprentissage automatique



Abstract

Business Processes (BP) can be seen as a collection of activities executed and coordi-
nated in order to produce a specific result and to meet the needs of a customer (internal
and/or external). Business process management (BPM) is a very active research area;
its objective is to provide a comprehensive and insightful analysis of product flow and to
identify inefficiencies and potential improvement areas in the process to achieve better
decision making and results.

Although we can find several Business Process Improvement (BPI) methods in the
literature, organizations are still facing some difficulties to apply these methods effec-
tively. These difficulties can be justified by the fact that the existing BPI methods do not
fit with all the recent requirements of the organizations and the progress that the world
has achieved in the past few years, in several domains such as Artificial Intelligence, Data
Analytics techniques, Machine Learning, Process Mining, Event (Stream) Processing, etc.
Besides, with this new digitized era and the rise of several new technologies such as Big
Data, Internet of things, Cloud computing, etc, organizations are faced with many factors
and challenges that generate real changes in the traditional BPM. Among these challenges,
we have a large amount of data and event data that are continuously gathered within the
organization. These data represent a real engine of growth for organizations and must be
adequately exploited to extract high added value that can assist the organization in its
decision making process. Furthermore, enterprises are looking for advanced technologies
that optimize time and resources and increase agility, productivity, and most importantly,
proactivity. However, traditional BPM systems have different limits, as they do not fa-
cilitate the use of knowledge extracted from these data, by business processes, because
they do not benefit from statistical functionalities and data analysis and manipulation
techniques in real time.

The interdisciplinary nature of BPM is a key factor that fosters opportunities for im-
provement in this domain. The objective of this thesis work is to propose new approaches
to augment business processes, by relying mainly on data analysis, machine learning al-
gorithms, and complex event processing, to exploit the data generated by the execution
of the business process (event data, event logs) and find ways to improve these processes
from different perspectives, such as instance scheduling and event management in an IoT
environment.

IoT is becoming a hot-spot area of technological innovations and economic develop-
ment promises for many industries and services. This new paradigm shift affects all layers
of enterprise architecture from infrastructure to business. Business Process Management
(BPM) is a field among others that is affected by this new technology. To assist data and
event explosion resulting, among others, from IoT, data analytic processes combined with
event processing techniques, examine large data sets to uncover hidden patterns, unknown
correlations between collected events, either at a very technical level (incident/anomaly
detection, predictive maintenance) or at business level (customer preferences, market



trends, revenue opportunities) to provide improved operational efficiency, better customer
service, and competitive advantages over rival organizations. In order to capitalize the
business value of data and events generated by IoT sensors, IoT, Data Analytics, Event
Processing, and BPM need to meet in the middle.

Keywords: Business Process Management, BPM, Augmented BPM, Internet of Things,
IoT, Complex Event Processing, CEP, Data Science, Machine learning



Chapter 1

Introduction and Problematic

Intelligence is the ability to adapt to
change.

Stephen Hawking

Faced with a competitive and a continuous changing environment, organizations, now
more than ever, tend to have recourse to agile methods and continuous improvement
practices such as lean six sigma, Activity Based Costing (ABC) methods, and Business
Process Management (BPM) in order to have a transversal view over their business, to
identify opportunities for enhancement, to reduce costs and wastes, to improve customer
satisfaction and overall profitability, and to overcome the problem of isolation and non-
communication between the different hierarchical levels within the organization. Among
all these existing approaches, Business Process Management (BPM) is still considered
the most appropriate solution that helps organizations adapt to strategic, tactical, and
operational changes, and also have more visibility and control over their business processes
to be able to continuously improve and optimize them. This approach allows companies to
gain in terms of agility, efficiency, and performance; it also enables effective communication
and collaboration between their different stakeholders. Recently, with this new digitized
era and the rise of several new technologies such as big data, the Internet of things, cloud
computing, etc., organizations are faced with many factors and challenges that generate
real changes in traditional BPM. Among these challenges, we have a large amount of
data and event data that are continuously collected within the organization. These data
represent a real engine of growth for organizations and must be adequately exploited to
extract high added value that can assist the organization in its decision-making process.
However, traditional BPM systems have different limits, as they do not facilitate the
use of knowledge extracted from these data by business processes, because they do not
benefit from statistical functionalities and data analysis and manipulation techniques.
Over the past decade and until now, a lot of efforts have been done in both academic
and industrial research environments, to improve all the aspects of Business Process and
Business Process Management.
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1.1 Background and Motivation

Business Process Management (BPM) is a well-established discipline in both academia
and industry. It is considered as a powerful solution that helps organizations adapt to
strategic, tactical, and operational changes and gain more visibility and control over their
business processes, so that they can continuously improve and optimize their activities and
resources. Organizations use Business Process Management systems as an activity-based
workflow manager that allow them to track the optimized functioning of their activities
in order to gain in terms of agility, efficiency, and performance. The evolution of business
process management has gone through four waves "since its post-industrial revolution in-
ception" [12]. The first wave of business process improvement lasted from the 1970s to
the 1980s. Quality management and task efficiency were the core interests of this wave.
Total Quality Management was among the most commonly used process improvement
methods during this wave [13]. Since the 1990s, the world has witnessed the second wave
of process improvement. This wave was known as the process re-engineering wave, and
it focused basically on process innovation, and process "best practices" to get better,
faster and cheaper process execution [12]. Among the technologies that are the most used
during this wave, we have Enterprise Architecture, ERP (Enterprise Resource Planning),
CRM (Customer Relationship Management), and supply chain. The most important
process improvement approaches discovered during this second wave are Six Sigma [14],
Process Re-design/ Re-engineering Methods [15] [16], and Enterprise Resource Planning
[17]. The third wave, known as the Business Process Management wave, started around
2000 [12] [18], and focuses on agility, flexibility, continuous transformation, and distribu-
tion in business processes [12]. Among the technologies commonly used during this wave,
we have Service-Oriented Architecture (SOA) [19], Balanced Scorecard [20], Outsourc-
ing, Co-Sourcing, In-sourcing [21], and BPM Methods and BPM Systems. Recently, a
fourth wave of business process management (Augmented Business Process Management)
is triggered by emerging technologies such as IoT, Big data, Artificial Intelligence, Data
analytics advancement, Blockchain, etc. Among the prominent results of this new wave,
we have process mining [9], Robotic Process Automation (RBA) [22], Augmented Pro-
cess Automation [23], Prescriptive process monitoring [24] just to name a few. Although
current business process approaches, which are based on all these new technologies, have
reached a certain level, there is still a significant gap between what is proposed in these
approaches and what actually happens within companies.

In most cases, business processes are isolated from each other [25] or from the external
ecosystem of the organization. Thus, they do not benefit from the different added values
that could be created from sensor data, for example, and the useful knowledge that could
be extracted from event logs and historical data from previous executions. Furthermore,
business processes operate in a reactive way [26] which is not sufficient when faced with
new radical or incremental changes. Early anticipation is crucial to avoid the occurrence
of the problem or respond to it quickly and efficiently. This lack of proactivity and
predictability is remarkable in the three main steps of the BPM life cycle [27] [28]: design
and redesign step, implementation step, and execution step. To address this problem,
proactive-oriented concepts are starting to be used in the BPM glossary such as proactive
business process management [26] [29], process forecasting or future-oriented BPM [28]
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and context-aware business processes [30]. Therefore, switching from reactive to proactive
and adaptable business processes becomes mandatory for every organization. With this
new digitization of industrial processes, comes also the age of assistance, which means that
companies should be focused on customers, in order to offer personalized and adaptable
services, and even predict their needs in almost real time. Dealing with such a continuous
changing environment requires intelligent, adaptive, and flexible business processes. That
is why organizations today find that traditional BPM and also BPI approaches have
several limitations [31]. In the literature, different approaches have been proposed to
improve business processes and keep them up-to-date with new technologies. Among the
proposed techniques and technologies, we have recommended systems [32] [33], Ontologies
[34] [35] [36], data analysis, data mining, and process mining [37] [38] [39], complex event
processing [26] [40], Ubiquitous Computing [41] [42], Internet of Things - IoT [43] [44],
just to name a few.

1.2 Research Objective

When dealing with incident management case studies, processes are executed within
application systems belonging to the real world, where humans, cooperative computer
systems, and even physical objects are involved. In fact, connected objects are becoming
progressively more prominent in the business process execution environment, where we
can have a set of sensors connected to a BPM platform for incident management and
surveillance to have an instant reaction.

The Internet of Things (IoT) represents the internetworking of physical objects [45] [46]
(also referred to as "things", "connected devices", "smart devices", "ubiquitous devices"),
vehicles, and other items embedded with sensors, electronics, actuators, and network
connectivity that enable these "things" to collect and exchange data when interacting and
sensing their environment. Smart objects have been swept into our life to facilitate it in so
many ways and in different domains such as transportation, health care, hospitalization,
civil protection, smart home, smart cities, emergency, and individual automation. From
smart phones to new smart objects that interact not only with people, but also with other
machines (machine-to-machine communication). The concept of "Internet of Things"
first emerged in a presentation by Keven Ashton, an expert on digital innovation, on
the connection of Radio Frequency Identification (RFID) to the supply chain of Procter
and Gamble in 1999. Since then, the IoT has been exploding and invading our daily
lives in different aspects (smart phones, smart door locks, self-driving smart cars, smart
cameras, smart medical devices, etc.). This new technology started to thrive right after
the development of the Web in the 1990s and the mobile Internet in the 2010s. The
Internet of Things (IoT) is growing in leaps and bounds. IoT infrastructures can range
from connected, instrumented devices providing data to intelligent, standalone systems.
The IoT enables "a world where things can automatically communicate with computers
and each other, providing services for the benefit of humanity" [47].

Connected devices collect data by sensing their environment and exchange data with
other devices and humans. All devices (things) act locally within their environment.
Whereas, the IoT allows them to be remotely monitored via existing network infrastruc-
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tures, including the Internet [1]. The IoT contributes to continuously feeding "big" data
to every node [48]. Furthermore, the evolution of the IoT invokes significant opportunities
for private data exchange, enabling new business models across heterogeneous networks
[49]. However, it cannot generate value. That is why, it is necessary to couple it with
other technologies to transform this huge amount of data into useful knowledge, in order
to make meaningful decisions.

From a business process perspective, the widespread use of these IoT devices led to
new business process interactions within organizations such as Person-to-Thing, Thing-
to-person, and Thing-to-Thing due to the advent of Internet of Things technologies [50].
These new process interactions complete existing ones, such as Person-to-Person (P2P),
Person-to-Application (P2A), and Application-to-Application (A2A) processes [27] [51]
[52]. Thus, as we can see, the omnipresence of these "things" is both a challenge and an
opportunity for process improvement.

In this thesis, we focus on incident management business processes, where process in-
stances are launched by events generated from IoT devices. These processes could be seen
as an Event-Driven Business Process. In fact, Event-Driven Business Process Management
is an approach that combines two different fields, namely Business Process Management
and Complex Event Processing (CEP), which aims to handle the requirements of high-
volume event integration encountered in the BPM field. The combination of these two
fields is not recent; however, it has become increasingly sought after in information sys-
tems that need to handle event-driven processes and real-time data sources such as IoT
devices [53]. Internet-of-Things objects have become a part of several complex business
processes. However, handling IoT technology in process-based information systems is still
constrained by several challenges that hinder communication between these two worlds.
The integration of IoT-BPM is still in its infancy. Most of the current research work on
BPM-IoT integration proposes new approaches that target a specific aspect of the BPM
life cycle. For example, updating business process models by enriching business process
model and notation (BPMN) with new elements that correspond to the IoT domain and
that can explicitly define IoT devices within a business process [54] [55], improving re-
source optimization and monitoring and task execution through an IoT context-specific
knowledge provisioning [1], improving business process execution via an IoT-aware busi-
ness process execution that exploits IoT for BPM by providing IoT data in a process-aware
way [56], or proposing an architecture for IoT-BPM integration to cope with the issues
and limitations raised by recent case studies in both industry and academia [1], [57].

This integration brings several capabilities into current business processes, such as:
— Reducing delays in responding to emergencies.
— Facilitate cases or instances escalating.
— A more responsive access to information with a customer-based focus.
We will discuss these impacts in more detail in the next subsection.

1.2.1 How IoT can impact and improve business processes?

The alignment of IoT and BPM is the focus of several research works. However, this
alignment comes with various challenges that need to be tackled. Both technologies will
affect each other and, of course, benefit from each other [1] [58] [59]. However, we focus
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only on the influence / benefit of IoT on BPM.
The integration of IoT can provide several benefits for BPM. Besides, it can also

address some BP-related limitations. Among these limitations, we have the following:
— Physical surrounding: Business processes have no access (or limited access) to a

physical surrounding, as they operate in a cyber surrounding. Taking into account
the physical surrounding in the modeling phase can lead to correct resolution and
execution of business processes [55] [59] [60].

— Context-insensitivity: Business processes are insensitive to context; they are
considered blind and stateless, which means that in each business process execution
we do not take into account neither the results from the last process instances nor
the context (a context-aware business process execution). Therefore, they need to
know the conditions and situations in which IoT operates, given that IoT is by
default context sensitive through devices/sensors [59] [56] [61] [62] [58].

— Data-input: Business processes have no direct access to data generated by differ-
ent devices and sensors. These data could be exploited in business process execu-
tion to progress via taking actions (e.g., IoT-based trigger events/alerts, IoT-based
decisions, etc.). [58] [45] [56] [59].

— Models complexity: Integrating IoT technology can reduce the complexity of
process models (for example, replace elements or patterns, etc.). It can also extend
and enrich process models. As a result, we have more precise process definitions
that accurately reflect the operational reality [58].

— Transparency: Integrating IoT technology improves the monitoring of business
processes by increasing the transparency of business processes through the data
provided by IoT sensors [58].

— Latency: The incorporation of IoT technology can ultimately lead to activity run
time reduction and significant latency that can result in an overall performance
enhancement [58].

— Event-logs quality: IoT sensors produce a large amount of data that enrich
process event logs. Given that event logs are the fuel of process mining technology,
enriched event logs provide enriched process models [58] [63].

Other limitations encountered concern the fact that business processes are supposed
to be smoothly executed under different business situations and context. This constantly
changing environment requires having business processes that can easily be adapted to
the appropriate action taken. However, without being coupled with other technologies
(IoT in this research work), business processes are still deficient regarding the critical
ability to provide assistance to their users [67] due to a lack of two important aspects:

— Context-awareness : The emergence or even omnipresence of IoT solutions in
different businesses forces organizations to adapt their processes to a high level
of connectivity. Context-awareness is a fundamental characteristic of ubiquitous
computing [64], and it is the key to benefit from the raw data collected by the
sensors, as it allows to store contextual information related to these raw data and
to decide which data should be processed, in order to facilitate interpretation [65]
especially at the level of business processes.

— Knowledge feedback loop: traditional BPM systems have different limits, as
they do not facilitate the use of knowledge extracted/generated from data by busi-
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BPM Limitations BPM Life-cycle phases ReferencesProcess
modeling

Process
analysis

Process
execution

Process
monitoring

Physical surrounding X X [55] [59] [60]
Context-insensitivity X [59] [56] [61] [62] [58]
Data-input X [58] [45] [56] [59]
Models complexity X X [58]
Transparency X [58]
Latency X [58]
Event-logs quality X [58] [63]
Context-awareness X X X X [64] [65]
Knowledge feedback loop X X X X [57] [66]

Table 1.1 – Business process related limitations, addressed via IoT integration

ness processes after their execution. As a result, a tremendous amount of data and
event data that are constantly collected within the organization are not exploited
to improve business processes. As a matter of fact, these data represent for enter-
prises a real engine of growth. However, a large amount of raw data is not valuable;
data must go through a whole process to extract value from it. The analysis of
large data helps organizations extract information and then knowledge, because
the real value is in how organizations will use those data and turn their organiza-
tion into an information-centric company that relies on the insights derived from
data analyses for their decision-making [68]. The integration of IoT technology
can foster a feedback loop that feeds forward insight to adjust either Fog/Edge or
device algorithms. This can also lead to better adjustment and improvement in
the process life cycle [57] [66].

Table (1.1) summarizes and classifies these limitations related to the business process
according to the different phases of the BPM cycle lifecycle.

1.2.2 Problems encountered in IoT/BPM integration

The integration of IoT with BPM certainly contributes to the improvement of business
processes. However, this integration comes with several issues and challenges. In [69],
authors present the challenges that need to be addressed in Business Process Management
Systems (BPMS) to achieve an efficient integration of IoT, such as the absence of direct
interaction between the business layer and the edge network, or the problem of complex
and inflexible business process models due to a lack of standardization and interoperability
when modeling IoT elements and components in BPM. The unexploited potential of the
extracted data from sensing environment represents a challenging issue when integrating
IoT with BPM [70]. Security and data privacy represent another level of IoT/BPM
integration concerns [1]. Many other challenges exist and must be tackled when dealing
with IoT and BPM integration and alignment; these challenges have been summarized
by C.Janiesch et al. in their manifesto [1] (see Figure 1.1). In the following, we briefly
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outline these 16 challenges.
— Placing IoT sensors in a process-aware way and linking these sensors to running

processes.
— Visualization support and monitoring for manually executed physical processes.
— Connection of analytical processes with IoT.
— Integrating the IoT with process correctness checks.
— Dealing with unstructured environments.
— Managing the links between micro processes.
— Breaking down end-to-end processes.
— Detecting new processes from data.
— Specifying the level of autonomy of IoT things.
— Specifying the “social” roles of agents.
— Concretizing abstract process models.
— Dealing with new situations.
— Bridging the gap between event-based and process-based systems.
— Improving Online Conformance Checking.
— Improving and optimizing resource utilization.
— Improving resource monitoring and quality of task execution.

Figure 1.1 – A high-level overview of the interaction between IoT and BPM - Challenges
[1]

In this thesis, we focus on the challenges related to event processing and also the
learning aspect within an IoT-BPM architecture (see Figure 1.1).

Learning from data and event data that are gathered from IoT sensors and past pro-
cess execution is an effective approach to improve the performance of business processes,
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especially those that perform repetitive tasks and activities. In fact, the insights obtained
from these data represent valuable support for business process improvement and decision
making. These raw data must be processed using data science techniques and event-based
systems in order to transform these raw data and raw event data into high-level knowledge.
This high-level knowledge can be exploited thereafter, for business process improvement
purposes.

To go into more detail and find solutions to the challenges we have discussed in this
section, it is appropriate to ask some questions in order to define our problem in a more
concrete way.

— Q01 : In any research work, the first step is to have a clear idea of the state of the
art of the problem to be addressed. That is why our first question is as follows:
What is the state-of-the-art on this problem? and how can we benefit from them?

Since our research work spans several independent domains, as described in the previous
sections, the integration and/or communication between these domains prompts us to ask
the following questions.

— Q02 : What are the latest advancements in the field of BPI (Business Process
Improvement)?

— Q03 : To what extent can proactivity and prediction be integrated to BPM?
— Q04 : Are there effective predictive and/or proactive approaches or methods for

managing business process instances?
— Q05 : How to ensure proactive execution of business process instances using ma-

chine learning algorithms?
— Q06 : What is the state-of-the-art regarding the integration/communication be-

tween IoT and BPM?

1.3 Thesis Contributions

This section gives a general overview of our contributions. The main objective of this
thesis is to propose a data and event-based end-to-end methodology to augment business
processes in the IoT environment. This contribution will attempt to provide solutions to
the following research questions.

— RQ01 : How can we exploit the events, data, and event data collected from
the execution of a business process to improve the execution phase of a business
process?

— RQ02 : How can solutions based on data analysis and machine learning techniques
help achieve this IoT/BPM integration?

— RQ03 : What methodology can we follow in order to conceive a IoT-BPM archi-
tecture towards an augmented BPM?

— RQ04 : Can CEP technology facilitate communication between IoT and BPM?
In this work, we propose a methodology that aims to improve the execution aspect

of business process management. Especially, supervision and incident management pro-
cesses. The instances of these processes are, in some cases, launched by IoT generated
events (Big Data Push paradigm: i.e., data are triggering processes).
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Modern problems require new solutions. In the same perspective, new problems arise
with new technologies and require new solutions. The ubiquity of all these new tech-
nologies, such as big data, fast data, cloud computing, the Internet of Things (IoT), etc.,
implies new business process problems and challenges that require new solutions to ensure
continuous improvement of business process management.

The incorporation of two heavy paradigms such as IoT and BPM generates, without a
doubt, a modeling methodology issue. There are three types of modeling methodologies:
- The Top-down approach, - The Bottom-up approach, - and the Meet-in the-middle
approach. We propose a meet-in-the-middle approach to facilitate the integration of
IoT and BPM. In fact, the meet-in-the-middle approach is considered as a method of
refinement going alternately from top to bottom to bottom to top. The combination of
deductive and inductive iterative sprints in this approach allows both reuse/mutualization
and disruptive thinking. In this thesis, we propose the integration of IoT and BPM via a
methodology that aims to provide a meet-in-the-middle environment capable of capturing
data and event data from IoT sensors, when they are sensing their environment, create
actionable and useful knowledge, and allow this knowledge to be used in the business
layer through business processes.

Figure 1.2 – Cascading Analytics Haze Architectural Pattern [2]

Our IoT-BPM integration methodology follows Haze Architecture and Cascading An-
alytics incarnated by a DIKW (Data Information Knowledge Wisdom) discovery pattern
crossing the architecture from the device then Fog/Edge to the cloud, and a learning
feedback loop that feeds forward insight to adjust either Fog/Edge or device algorithms
as described in Figure 1.2 [2]. This methodology consists of the following steps:

— Priority-based business process scheduling problem modeling as linear program-
ming system

— Process instance priority determination through Machine Learning
— Human resource allocation resolution through Genetic Algorithm
— Formulation of Business process uncertainty problem through Fuzzy Logic
— Business process instance (event priority level) inference through Fuzzy Logic
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1.4 Structure of the dissertation
To facilitate the reading of this dissertation and allow the reader to easily access the

different parts of this thesis, we propose a reading guide (Figure 1.3) that represents an
overview of the structure of this thesis.

Figure 1.3 – Outline of the thesis

The thesis manuscript is made up of six chapters, including the introduction and con-
clusion.

Chapter 1 : This chapter presents the context of our work, the motivation behind
our research, and provides a clear understanding of our thesis contribution.

Chapter 2 : The first section of this chapter provides basic concepts related to the
core domain of this thesis, which is business process management. The second section
is devoted to present a comprehensive overview of existing business process improvement
approaches and methodologies. As my thesis contribution spans over a wide range of
different domains, it would not be possible to give a single state-of-the-art. Therefore, we
opt for a customized state-of-the-art in each contribution chapter.

Chapter 3 : This chapter represents the first part of our contribution. It provides all
the details of the priority determination approach of the process instance through machine
learning. And also, Human resource allocation resolution through genetic algorithm.

Chapter 4 : This chapter represents the second part of our contribution, which
concerns the resolution of the uncertainty of process instances priority through fuzzy
logic.

Chapter 5 : This chapter represents our end-to-end IoT BPM architecture for inci-
dent management, via an integration approach of four technologies : IoT - CEP - ML -
BPM.

Chapter 6 : The last chapter gives a critical look at our various contributions and
discusses the prospects and future work to be carried out.
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Chapter 2

Concepts and Background overview

Thoughts without content are empty,
intuitions without concepts are blind.

Emmanuel Kant

The purpose of this thesis is to propose methods to improve business process man-
agement. In this chapter, we present a state-of-the-art that focuses on work done in a
context similar to ours and whose goal is to improve business process management. In
the first section of this chapter, we will present some basic concepts related to the field
of business process management. In the second section, we will present a comprehensive
literature review of the most prominent business process improvement methodologies and
approaches according to the BPM lifecycle.

2.1 Concepts
The scope of this thesis mainly focuses on business process management and business

process improvement fields. This chapter therefore provides an elaborated list of the basic
concepts and definitions that will be referred to in the following chapters.

2.1.1 Business Process

The Process approach has been increasingly adopted by companies since the 1980s,
leading to a new organizational model and a new way of operating for organizations.
Faced with a changing and competitive environment, traditional approaches that treat
the company as a closed environment are no longer appropriate. Indeed, the process
approach is a systemic approach that aims to transform the hierarchical and vertical
structure of any organization into a transverse structure in order to satisfy the needs
of external and internal customers. It is a method of analysis and modeling intended
to ensure collaborative work in order to control and improve the efficiency and smooth
running of the company.

This method is mainly based on the concept of business processes. A business process
is the structure of activities and actions as they occur in the real world. It defines all
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possible paths in the real process and the rules that determine the path to follow and the
actions to take [71]. The International Standards Organization (ISO) defines processes as
a set of interrelated or interacting activities that transform inputs into output elements.
For Harrington in [72], he presents business processes as an activity or set of activities
that uses an input, adds some value to it, and delivers it as an output to an internal
or external customer. Dumas et al. [3] represent a business process as a collection of
interrelated events, activities, and decision points that involve a number of actors and
objects, which collectively lead to an outcome that is of value to a customer. All these
definitions and many others present business processes as a set of activities and tasks that
exploit the different resources (human and/or machine) of the organization to achieve
one or more objectives previously defined, in order to satisfy an internal or external
customer. Each business process is attached to a single enterprise, but in some cases it
may interact with other business processes belonging either to the same organization or
other organizations [73]. To achieve its objectives and ensure efficient performance, an
organization must subject its business processes to a continuous improvement mechanism
that aims to optimize and automate these processes as much as possible.

Therefore, business processes occupy a very important place in the field of information
systems, because they play a core role within every enterprise or organization. Moreover,
the performance level of any organization is indirectly linked to the efficiency of its pro-
cesses and the quality of their models. In fact, proper management of business processes
within an organization can have a very positive impact on the efficiency and smooth run-
ning of its activities, as it allows this organization to have a clear vision of its objectives in
order to better meet the requirements of competitiveness that are constantly increasing.

2.1.2 Business Process Management - BPM

Given the continuous evolution that organizations are experiencing today, they feel
the importance of having a good information system, because it plays a crucial role in
maintaining the performance level and promoting more communication and collabora-
tion between different services and actors within the company. One of the strategies
increasingly adapted by companies and their information systems is Business Process
Management (BPM). Business process management is seen as the perfect solution that
helps organizations adapt to the strategic, organizational, and technical evolution. When
an organization adapts a business process management approach, it is in order to have
more visibility and control over its activities and interactions between these processes, to
be able to model, manage, improve and optimize these processes continuously, and there-
fore gain in terms of agility, flexibility, and performance. Business process management is
the art and science of overseeing how work is done in an organization to ensure consistent
results, leverage opportunities for improvement, and increase efficiency and performance
within the organization [3]. Moreover, BPM allows one to foster good communication and
collaboration between the different actors and services through the methods, techniques,
and tools it proposes to ensure the design, implementation, monitoring, analysis, and
automation, if necessary, of business processes. BPM suggests a life cycle to continuously
improve processes, this life cycle includes the following steps (see Figure 2.1) [3]:

— Process identification : This phase starts with a positioning of a specific business
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Figure 2.1 – The BPM lifecycle [3]

problem and ensures a better consistency between the real needs of the stakeholders
and the business needs captured by the identified business process(es). The result
of this identification phase is a new or updated process architecture, which gives
an overall picture of processes in the enterprise.

— Process discovery : also called as-is process modeling. In this step, the current
state of each identified relevant process is documented, usually in the form of one
or more as-is process models.

— Process analysis : During this phase, problems associated with the as-is process
are identified, documented, and, if possible, quantified using performance measures
or metrics. The result of this phase is a structured set of problems. These are
prioritized according to their potential impact and the estimated effort required to
solve them.

— Process redesign : also called process improvement. The objective of this phase
is to identify process adjustments that would address the issues identified in the
previous phase and enable the organization to achieve its performance objectives.
Process redesign/improvement and process analysis go hand in hand, when new
change options are proposed, they are analyzed using process analysis techniques.
The most promising changes are ultimately selected and combined into a redesigned
process. The result of this phase is usually a new process model (to-be process).

— Process implementation : During this phase, the necessary changes to shift
from the existing process (as-is process) to the new process (to-be process) are
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prepared and implemented. The implementation of the process covers two aspects:

1. Organizational change management : which refers to the set of activities
necessary to change the way all participants involved in the process operate.

2. Automation : which refers to the development and deployment of information
systems (or enhanced versions of existing information systems) that support the
new process.

— Process monitoring : Once the redesigned process is running after improve-
ment, relevant data are collected and analyzed to determine how well that process
performs compared to its performance measures and goals. Bottlenecks, recur-
ring errors, or deviations from expected behavior are identified, which will allow
corrective measures to be taken later.

This cycle is continuously repeated, each time new problems arise. At the end of
each cycle, we have a new version of the process in question, increasingly adapted to the
needs and requirements of the enterprise. This further promotes the vision of continuous
improvement adapted by the company to reach a good level of maturity and performance.

BPM standards

Business process modeling is one of the means increasingly adapted by organizations
that adopt the BPM approach, because it promotes good communication and collab-
oration between the various departments and actors within the organization. Indeed,
business process modeling is an important step in the process-centric management ap-
proach. It provides graphical representations of the important workflows as they occur in
the enterprise and captures the different tasks, activities, and interactions between stake-
holders. This step helps organizations to have a clear overview of their different processes,
so that they can detect bottlenecks, backlogs, or any other issues or dysfunctions. Process
modeling takes into consideration different perspectives such as [74] :

— Control-flow perspective: This perspective allows us to describe the logical
order that exists between the different activities and tasks of a business process.

— Data-flow perspective: This perspective allows one to describe information
transmission, i.e. the data flow exchanged between the different activities and
tasks within the process.

— Resource perspective: This perspective concerns the allocation of machine
and/or human resources to the different tasks and activities of the process.

— Time perspective: This perspective concerns the representation of time aspect
in a business process: duration, start time, end time, deadlines, different events,
etc.

Nevertheless, business process design and modeling is not an ultimate goal for the or-
ganization, but rather a crucial step in order to be able to analyze and control the various
processes, and thus have an overall mastery and control over the company’s performance
and efficiency. Process modeling languages are mainly based on two formalisms, namely,
the graph-based formalism and the rule-based formalism. A graph-based modeling lan-
guage is based on graph theory or its variants, while a rule-based modeling language is
based on formal logic [75]. Several modeling languages and standards exist, which allows
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to frame the necessary semantics and syntax, in order to design and model the business
process features. These standards are classified as follows [76]:

— Graphical standards: This allows users to represent business processes, their
flows, and transitions in a diagrammatic format. For example, BPMN (Business
Process Model and Notation) and YAWL (Yet Another Workflow Language).

— Execution standards: These standards allow the computerization of the de-
ployment and automation of business processes. Among these standards, we find
XPDL (XML Process Definition Language) and YAWL (Yet Another Workflow
Language).

— Interchange standards : These standards facilitate the portability of data.
Among these standards, we have XPDL and XML (Extensible Markup Language).

— Diagnosis standards : They provide administrative and process monitoring ca-
pabilities (such as run-time and post-modeling). They also allow to identify bot-
tlenecks, to audit and to query in real time business processes. For example, BPRI
(Business Process Runtime Interface) and BPQL (Business Process Query Lan-
guage).

As we have seen in this section, there are several graphical modeling languages that
allow to model business processes, such as BPMN (Business Process Model and Nota-
tion) [77], UML (Unified Modeling Language - Activity diagrams) [78], YAWL [79], EPC
(Event-driven Process Chain) [80] [81], IDEF3 (Integrated DEFinition for Process Descrip-
tion Capture Method) [82], and Workflow Management Coalition (WfMC) standards [83].
Each of these modeling languages provides its own appropriate syntax and semantics for
modeling business processes. Nevertheless, they all share the basic concepts in process
modeling, i.e. activities, tasks, events, control flows, artifacts, resources, gateways, etc.
Yet BPMN, currently in version 2.0, remains the most widely used modeling language in
the BPM domain, and considered as the standard. BPMN was first introduced in 2004
by the Business Process Management Initiative (BPMI), which was a consortium of com-
panies specialized in the process management product market, and was merged in 2005
with the Object Management Group (OMG). BPMN defines a business process diagram
(BPD) which is based on a flowcharting technique suitable for creating graphical models of
business process operations. Therefore, a business process model is a network of graphical
objects, which are activities and control flows that determine their order of execution [84].

BPMN basic elements

BPMN provides a rich set of elements to model a business process taking into account
different levels of detail. These elements can be categorized into a set of core graphical
elements and an extended, more specialized set. The core set contains the essential basic
elements to model simple business processes. Whereas the extended set is used for more
complex process scenarios as it contains more specialized elements that add a level of
detail that facilitates and simplifies process simulation, evaluation or even execution [85].
Figure 2.2 presents an overview of a set of BPMN elements that are related to control-flow
specification . Among these elements we have objects that can be an event, activity, or
gateway, sequence flows, these represent a link between two objects in a process model
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and this link denotes a control-flow relation which mean an ordering relation, and message
flows which allow to capture interactions between processes [4].

Figure 2.2 – Overview of BPMN elements - [4]

In the following, we add the definitions of the main BPMN elements:
— Event: an event can indicate the beginning of a process (start event) or the end

of a process (end event), or can take place asynchronously during the execution
of the process (intermediate event). Different situations may launch these events
such as sending or receiving a message (message event), the end of an instance
given time (timer event), or an error or exception that occurs during the process
(error event), etc.

— Activity: It can be either a task, which represents an atomic activity, or a sub-
process which is composed of a flow of other activities. A task represents a work
to be done by either a human resource or a machine.

— Gateways : a gateway represents a routing element in BPMN. Shows the routing
of a process flow. There are several types of gateway such as parallel gateways used
to create concurrent flows in a process, for example AND-split, AND-join, exclusive
or inclusive gateways used for exclusive or inclusive choices based on conditions,
for example, XOR-split, XOR-join, and OR-split, etc.

BPMN contains other sets of elements that are not related to control-flow specification.
These include artifacts, lanes, groups, pool and associations as shown in Figure 2.3. These
elements are used to model resource and data perspectives in the process [5]:

— Swimlanes: Used to organize activities that are executed by a specific role within
a process model. Swimlanes include Pools and lanes.
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— Artificats : These elements are used to add more information into the process
to have a more readable process model. These elements include data objects, text
annotations and group.

— Association : this element is considered as a connecting object that allow to
connect a data object element to an activity for example.

Figure 2.3 – Categories of BPMN object elements - [5]

In this section, we have introduced the concept of business processes and business
process management (BPM) and Business Process Model and Notation (BPMN). We
have also introduced the basic standards in this domain. In this thesis, we have used
BPMN to represent our business process models. Our choice is justified by the fact
that it is simple to use and to understand, and also its richness with all the elements
that it proposes (Flow Objects : activities, tasks, events, gateways, complex gateways.
Connecting Objects : Sequence Flow, Message Flow, Association. Swimlanes : Pool,
Lane. Artifacts: Data Object, Group, Annotation.). Figure 2.4 illustrates a simplified
business process model designed using BPMN. This model is made up of a pool call center
agent that includes three activities: search for an available agent, make the customer wait,
and handle the call, one gateway, and one data object call history linked to an activity
by an association object.

Throughout the following section, we aim to introduce the core axe of this thesis,
which is Business Process Improvement (BPI). We will propose a BPI overview to better
understand the different enhancements proposed in the literature.
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Figure 2.4 – Call center request treatment process

2.2 Business Process Improvement (BPI)
Business processes reflect how work is done and how business is operated within an

organization. They are considered as the key to maintain competitiveness. That is why
it is mandatory to apply a continuous improvement strategy to keep processes sharp and
up-to-date within the organization.

Business process improvement and optimization is an important step in the business
process life cycle. It is a crucial step for any organization that adopts a business pro-
cess approach. In fact, engaging in a business process improvement journey helps the
organization maintain competitive advantage and foster the creation of business value.

Improvement means "the organized creation of beneficial change; the achievement
of unprecedented levels of performance." [86]. Performance is the achievement of an
objective previously defined by the organization and that depends on the context of the
study. Thus, Business Process Improvement represents any positive change that can be
done in any organization to enhance the performance of their business processes. It is
in fact a systematic approach that enables organizations, once adopted, to continuously
enhance their existing Business Processes. It is considered an intrinsic aspect of effective
Business Process Management [87], and as an incremental bottom-up enhancement of
existing processes within functional boundaries [88].

Business Process Improvement is not a new approach; in fact, it was used for the first
time by H.James Harrington in 1991 [89], where he provides a guide for organizations to
start the journey of process improvement based on the quality improvement techniques
used basically in the manufacturing sector. He described BPI in 1997 [90] as a "method-
ology that is designed to bring about step-function improvements in administrative and
support processes using approaches such as process benchmarking, process redesign, and
process re-engineering". The ultimate purpose of BPI according to J.Harrington is to
make business processes more efficient, more effective, and more adaptable. Parallel to
the concept of BPI, we have Business Process Re-engineering (BPR) that was introduced
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by Hammer in 1990 [15], it is considered as a radical methodology to redesign business
processes from scratch, unlike BPI which aims to enhance the quality and productivity of
the existing ones.

Other different methodologies have been used to describe the improvement and en-
hancement in the BPM field, albeit under different titles. We have tried to present these
methodologies in ascending chronological order:

— Process mapping: Process mapping is a management tool proposed by General
Electric as part of their work strategy to improve and enhance their bottom-line
business performance [91]. However, this method finds its roots in the presentation
"Process Charts—First Steps in Finding the One Best Way" by Frank Gilberth to
members of The American Society of Mechanical Engineers (ASME) in 1921, at
their annual Meeting [92].
A single graphic image can express the essence of a complex idea or concept that
would require many pages of text to describe. As the Russian writer Ivan Turgenev
once said “A picture shows me at a glance what it takes dozens of pages of a book to
expound” [93]. Process mapping is founded on this principle. In fact, process maps
represent a visual aid for analyzing work processes and aligning system elements
in the same direction to allow process improvements [94], [95].

— Lean: The concept of Lean was originally pioneered by Toyota, a Japanese au-
tomotive company, in the late 1940s, in order to reduce the cost and to improve
productivity by eliminating wastes or non-value added activities. During the 1980s,
this approach witnessed a keen interest from the western manufacturers because
of growing Japanese imports [96]. But it was until 1990, exactly after the oil crises
in the early of 1990s, that the term "Lean" was intensively used in a published
book named "The Machine that Changed the World" by James P. Womack and
Daniel T. Jones [97]. Then it has been spread across countries and industries due
to its overall efficiency in terms of quality, cost, flexibility, and quick responsiveness
[98]. Lean represents a manufacturing strategy based on the idea of eliminating
waste and increasing the activities value, by eliminating non-value adding steps
and increasing value adding steps in the processes of the entire organization ([99],
[100], [101], [102]).

— Total Quality Management (TQM): The concept of Total Quality Manage-
ment was first espoused by William Edwards Deming in the late 1950s [103]. His
ideas were not endorsed by American industry, but were eagerly embraced by Japan
upon its recovery from World War II ([104], [105], [106], [107]). The foundations
of TQM are rooted in the teachings of Dr. W. E. Deming, known as Deming 14
points [108]. The 14 points are intended to create a strong management commit-
ment to quality, to process design and control through statistical tools, to contin-
uous research and correction of quality problems, and to a purchasing policy that
prioritizes quality over cost [109].

— Kaizen: Kaizen is the Japanese word for "continuous improvement" or "change
for the better". According to Masaaki Imai, founder of the Kaizen Institute and
author of "Kaizen: The key to Japan’s Competitive Success" and "Gemba Kaiezn:
A Commonsense Approach to a Continuous Improvement Strategy", Kaizen is not
only about continuous improvement, but also an improvement every day, every-

23



Chapter 2. Concepts and Background overview

where and for everybody [110]. The term Kaizen started spreading in the 1950s as
a part of the Toyota production system [111].

— Benchmarking: The core of benchmarking is the continuous process of compar-
ision of a company’s strategy, products, and processes with those of the world’s
leaders and best-in-class organizations [112]. The concept of benchmarking for
business improvement was proposed by Rank Xerox in 1970. The formal definition
of benchmarking used by Rank Xerox is: "a continuous systematic process of eval-
uating companies recognized as industry leaders, to determine business and work
processes that represent best practices and establish rational performance goals"
[113]. The idea behind benchmarking is to find and identify which companies are
the best performers in an activity and then modify, adapt and implement their
best practices according to the circumstances and operational requirements of the
company, as no process is unique ([114], [115], [116], [117]).

— Six Segma: When properly applied, Six Sigma is seen as a recognisable evolution
of Total Quality Management [118]. This approach was first developed in the late
1980s by Motorola, and it is considered as a disciplined project and data-driven
approach and methodology designed to help organizations eliminate defects and
flaws in a process - from manufacturing to transactions and from product to service
[119], and enhancing customer value and efficiency [120], [121]. Using Six Sigma
for process improvement involves five steps:

1. Identify and define the problem;
2. Measure the current process performance and assess defect levels;
3. Analyze the data and conduct an analysis of root causes;
4. Improve the process by selecting a potential solution for the problem;
5. Control the improved process to ensure that the improvements are sustainable

and that the customer requirements or objectives are met.

— Theory of Constraints (TOC): Theory of Constraints is a management phi-
losophy that focuses on the weakest ring(s) or part of the chain or the process
that represents bottlenecks, to improve the performance of systems [122]. This ap-
proach was set by Eliyahu M. Goldratt in his book entitled "The Goal: A Process
of Ongoing Improvement", in 1984 [123]. It focuses on the concept of constraints.
According to Eliyahu Goldratt, a constraint represents " any element or factor that
limits the system from doing more of what it was designed to accomplish" [123].
Therefore, TOC helps organizations maximize their profit by identifying and elim-
inating the process constraints (i.e., throughput) ([124], [125], [122], [126], [127],
[128]).

— ISO 9000: ISO 9000 is now a well-known label to many organizations. It has
dominated the field of quality management since 1987. The International Organi-
zation for Standardization (ISO) took the initiative to establish an international
standard for quality systems with the help of several countries [129]. ISO focuses
basically on quality control systems "from the process of product design to pro-
cess design and from production process through to service after sale" [130]. The
ISO 9000 family includes the fundamental concepts and principles of quality man-
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agement that are universally applicable to organizations seeking sustained process
improvement ([131], [132], [133], [134], [135])

— Business Process Re-engeneering (BPR): Reengineering is a term coined by
Michel Hammer in 1990 [15]. The core idea behind BPR is a radical process re-
design and rethink to ensure large-scale improvement and enhancement in business
performance ([136], [137], [138]). Reengineering is different from almost all other
process improvement approaches because "it does not focus on what is, but rather
on what should be" [136]. So, the new process is actually designed from scratch
and not from the existing processes.

In the literature, we find several others terms to design process improvement such
as Business Process Change [139], Business Restructuring [140], Process Innovation [141]
and Business Process Redesign [142]. The last one is mostly related to business pro-
cess Reengineering [143], [144]. Each of these methods has its strengths and weaknesses.
Companies are sometimes forced to test several methods to find the right one to help
them improve the performance of their business. Choosing the most appropriate method
depends on several criteria such as business area of expertise, resources, objectives, etc.
In the following table (2.1) we present an overview of the key success factors and critical
negatives aspects of each process improvement methodology.

As we have seen in the first part of this section, BPI affects the entire enterprise, includ-
ing the employees who do the work, the information systems that support the processes,
and the measures established to evaluate the effectiveness, efficiency, and adaptability of
the process. As a result, the use of this methodology within an organization is becoming
essential to evolve its performance and achieve its business objective.

In the following subsection, we will present an overview of methods and approaches
used in the literature to improve the first step in the business process lifecycle, which is
the modeling and design step.
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Process map-
ping

General Electric
-

1921

Enables end-to-end process
visibility across the organization
[136]
Enables knowledge transfer and
exchange
Process mapping is more than
just a diagram of process
activities, in fact it enables
business process analysis by
capturing meta-data at each step
of the process

Accuracy of process data
collection is mandatory to
succeed in this approach
Failure to define the boundaries
of the process (the beginning
and end of the process) [145]
Not always obvious to link the
goal of process improvement to
the organization competitive
priorities [136]

Lean Toyota - Japan 1940s

Minimizing waste by limiting
activities that do not add value
to the process.
Maximizing profits by reducing
costs.
Enhancing customer interaction,
since that lean focuses on the
needs of loyal customers.

Not simple to implement.
High cost of implementation.
Not easily accepted by
employees.
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TQM William Ed-
wards Dem-
ing/Japan

1949

Contributes to lower costs
throughout the organization and
its business infrastructure.
The emphasis on engagement.
TQM is known as "People’s
success", so the quality is the
responsibility of all stakeholders,
not the responsibility of
production layer only.
reducing non-productive
activities.

The concepts of TQM meet
especially the needs of large
organizations and multinationals,
than those of small and medium
organizations [146], [147].
High cost of implementation.
Generates resistance to change
among workers because they feel
that their jobs within the
organization are at risk when a
TQM program has been started.
Creativity limitation because
TQM focuses more on task
standardization.

Kaizen Toyota - Japan 1950s

Improving teamwork by
encouraging the involvement of
all stakeholders in the business
process.
Improving efficiency, quality of
services and time management.
Reducing waste in business
processes.
Avoids employee resistance, by
introducing a softer approach to
change.

The hole kaizen project may fail
if the company keeps its closed
communication method.
Implementing kaizen in an
existing system is difficult, and
once implemented, it is very
difficult to switch to the old
management system. Because
Kaizen strongly alters the
current one.
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Benchmarking Xerox - USA 1970s

Encourage communication and
knowledge sharing within the
organization.
Facing up to the competition by
analysing the competitors
business and strategy.
The use of standardized business
processes improves the overall
quality and efficiency of the
organization and minimizes the
risk of errors.

Copying the ideas and practices
of other companies can be a
deterrent to innovation and
original ideas.
Sometimes it is difficult to
obtain processes and information
about leaders firms in the
industry, this may limit and
hinder the benchmark approach.
Following the market leaders and
copying their strategies increases
dependency.
Benchmarking implementation is
very costly.

Six sigma Motorola - USA 1980s

Optimizes processes, especially
supply chain processes, and
boosts customer satisfaction.
Focuses on the whole production
process and not only on the final
results.
Six Sigma is considered a
proactive rather than reactive
methodology because it helps the
organization identify potential
problems and proactively
propose improvements before
deficiencies are encountered.

No direct impact on customers,
since it fails to involve, at the
same time, both customers and
suppliers.
Limited results if the process on
which six sigma is applied needs
advanced improvement or
redesign. Because this approach
works better on a predefined
process that needs only
improvement [136].
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TOC Eliyahu Gol-
dratt - Isreal

1984
Potential for significant
productivity production capacity
increase with minor changes in
operations.
One of the simplest techniques
to communicate and apply.
Ideal for promoting teamwork
and also for initiating
improvement actions, since it
offers immediate and very
noticeable benefits [148].

Sometimes difficult to apply if
the process constraints are
constantly changing.

ISO 9000 ISO - Europe 1987

Helps organizations to achieve
better results in their business
and increases productivity.
Given that ISO standards are
broadly recognized and widely
regarded, compliance with ISO
9000 standards may enhance a
company’s attractiveness to
prospective business partners.
The standardization reduces
audits.
Facilitates continuous
improvement and process
monitoring.

Registration and assessment of
ISO standards are costly and
take time (sometimes it can
extend beyond a year).
Not suitable for small businesses
or enterprises with limited
resources.
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BPR Michael Ham-
mer - USA

1990

Minimizing organizational
complexity by eliminating
unnecessary activities
It is a "thinking out of the box"
approach as starting from
scratch when redesigning a
process encourage new and
innovative ideas
BPR establishes strong
communication between the
different stakeholders and also
promotes full commitment of the
leaders
Improving overall quality and
reducing cost and time

Can be costly at both human
and financial levels
Human resources in this
approach are considered as a
cost to be reduced rather than as
a resource to be developed
Radical change can be risky
sometimes

Table 2.1 – Advantages and limitations of the most eminent business process improvement methodologies
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Quality improvement of business process models

As we discussed in the previous section, business process improvement goes necessarily
through the process model discovery and design phase. The quality of a business process
model is crucial for the successful completion of all phases of its life cycle. It is easier
to implement, execute, and evaluate a high-quality business process model than a low-
quality one [149]. The literature presents an assortment of methodologies and approaches
to improve the quality of business process models, such as ontology ([150], [151], [152]),
modeling guidelines ([153], [154], [155]), transformation rules ([156], [157]), refactoring
technique ([158], [159], [160] [161]), etc.

The importance given to business process modeling in an organization is not recent.
In fact, its origins are found in several already established approaches that were mainly
interested in measuring and improving the quality of conceptual models. To our knowl-
edge, the first approach to defining the concept of model quality was proposed by Batini
et al. in 1992 [162]. Several approaches have been proposed to improve the quality of the
models. These approaches can be classified into two categories [163]:

1. The first category deals with understanding and identifying quality.

2. The second category deals with quality measurement and evaluation.

Several researchers focused, thereafter, mainly on the first category, because it allows
evaluating the quality of the models according to 3 aspects, namely [164] :

— Syntactic quality : The model should respect the rules and constraints of the
modeling language used.

— Semantic quality : the model must correspond exactly to the domain being
presented. This approach is based on understanding and mastering domain knowl-
edge.

— Pragmatic quality : the model must be easily and, above all, correctly under-
stood by the users. Understanding the model can be affected by the size of the
model, the complexity of the domain, and the context described by the model, etc.

Among these three types of quality, semantic quality has recently been the subject of
several research works in the field of business process improvement. Semantic quality is
mainly based on domain knowledge, since this knowledge is crucial for understanding pro-
cess models and evaluating the quality of process models [165]. Ontology is widely used
in the domain knowledge-based approach to improve the semantic quality of the business
process model [150], [151], [152]. Ontologies have been used since the 1990s mainly in
the fields of knowledge engineering and artificial intelligence (AI), to facilitate the rep-
resentation and modeling of knowledge [166]. "An ontology is an explicit specification
of a conceptualization. The term is borrowed from philosophy, where an ontology is a
systematic account of existence. For knowledge-based systems, what "exists" is exactly
what can be represented"[167].

In software engineering and programming, refactoring represents “the process of chang-
ing a software system in such a way that it does not alter the external behavior of the
code yet improves the internal structure” [168], [169]. The same concept can be applied to
business process models. In fact, refactoring is a technique applied to enhance the internal
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quality of a BP model without altering its semantic and external behavior [160]. However,
these techniques do not solve modeling problems or add new functionality to the process
[149]. 11 refactoring techniques have been proposed by Weber and Reichert in 2008 [160],
and are classified into three categories: i) refactoring for process model trees, ii) refactor-
ing for process model variants, and iii) refactoring for model evolution. Fernandez-Ropero
et al. proposed nine other refactoring techniques in 2012 [158]. These techniques aim to
improve the quality of business process models by improving the comprehensibility and
modifiability of BPMN models. In spite of the efficiency proven by these refactoring tech-
niques to enhance the quality of existing business process models, they are still considered
as static techniques that do not take into account the particularities of each BP model.
Also, they cannot be applied during the modeling phase [149].

Transformation rules is another approach used to improve business process models.
A transformation rule is an operation that adds and / or deletes elements (nodes, edges)
to/from the BP model, provided that certain preconditions are met [156]. 28 transfor-
mation rules related to behavioral and organizational perspectives have been proposed
by Wiem Khlif et al. [170], in order to improve business process quality by reducing the
complexity of business process models. The behavioral rules aim to reduce the process
models complexity by reducing the number of gateways and, therefore, the number of
sequence flows. While the organizational rules reduce complexity by reducing the number
of lanes in a pool and also the number of activities. To complete their approach, Wiem
Khlif et al. in 2017 proposed a method called EVARES [157]. Their method is based on
the set of 22 transformation rules that cover several perspectives of a business process
model, including behavioral, organizational, informational, and functional perspectives.
A heuristic algorithm was also proposed to determine the optimal order of these rules ap-
plication, according to the designers preferences. Another set of four transformation rules
has been proposed by Ivanchikj et al. in 2017 [156] to help designers improve the under-
standability of their process models. These rules aim to generate a new business process
model, which is, indeed, syntactically different but semantically equivalent to the original
model. In fact, these two models generate the same traces or execution logs, which proves
that they are semantically equivalent. Their method is based on the trace equivalence
notion proposed by van der Aalst et al. in 2006 [171]. Admittedly, all these transforma-
tion rules ensure a better enhancement of process models quality. However, there are so
many rules in the literature, and the designers do not find an adequate tool system that
can help them choose the most suitable rule to apply according to the particularities of
each business process model.

To overcome the complexity of the business process modeling phase, researchers have
proposed some good practices to help designers produce high quality business process
models. These good practices are known as guidelines for business process modeling.
Several frameworks for quality assurance of models have already been presented. Some
frameworks focus on the quality of data models [162], [172]. Other focus on some specific
modeling or conceptual requirements ([173], [174], [164]). A guidelines of modeling (GoM)
framework have been proposed by Becker et al. in 2000 [153]. This framework is composed
of six guidelines of correctness, relevance, economic efficiency, clarity, comparability and
systematic design. These guidelines help to enhance the business process models and also
the modeling process. Seven other modeling guidelines have been proposed in 2010 by
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Mendling et al. [154]. These guidelines help organizations to either build a new business
process model or improve the quality of an existing one. However, designers are sometimes
overwhelmed by the abundance of these guidelines, especially in some cases where different
guidelines can be applied to improve the quality of business process models. To overcome
this problem, Mendling et al. propose in their approach a method to prioritize the different
guidelines, based on the opinions of the experts in the organization. But it does not take
into consideration the particularity of each business process model. Five others guidelines
or recommendations have been proposed by Leopold et al. in 2016 [155], to overcome
the three main problems that hinder the quality of business process models, which are: i)
structural problems, ii) layout problems, and iii) labeling problems. In general, all these
proposed guidelines offer a well-structured framework to improve the quality of business
process models. However, they are not easily applied by designers because of their general
nature, as they do not take into consideration the particularities of each business process.

As discussed in this section, business process modeling helps organizations understand
the key mechanisms of their business [152]. Hence, the importance of having high-quality
business process models that are easily understood and interpreted by both stakeholders
and machines. The quality of a model is defined by how well it represents the needs of the
business in a reliable and readable way. Therefore, we note that improving the quality of
business process models represents a topic that is still relevant today. Several researches
on this field aim at achieving a suitable alignment between business process models and
domain needs and business requirements, in order to improve the performance of every
service in the organization, and facilitate the work of business process designers.

Companies are becoming aware of the undeniable impact that improved understand-
ing and modeling of business processes can have on the efficiency, consistency, and trans-
parency of their business. Nevertheless, business processes do not have only a conceptual
aspect, they also have other specific aspects related to the fact that they must be executed.
These aspects need to be improved as well.

Performance improvement of business processes : Metrics, measures, and
objectives

Business process models are a direct input into the software development process [152].
Subsequently, they have a great impact on the efficiency of the organization.

As we have seen before, a business process is a set of activities linked to one another by
control flows and whose main purpose is to describe how a company achieves its objectives,
following a managerial and transverse approach. Among all types of business processes,
we distinguish three main types of business processes that are extremely important to the
company, namely:

— Management processes : They ensure the steering and overall management of
all processes in the organization.

— Operational processes : Also known as production processes. These processes
are directly linked to the manufacturing in order to supply the clients with the
product or service, and are therefore processes that affect the core business of the
organization.

— Support processes : These are the processes that provide other processes in the

33



Chapter 2. Concepts and Background overview

company with the necessary resources for their proper functioning. They contribute
in an indirect way to the manufacturing of the product or service.

In order to meet customer demands, companies must achieve a good level of per-
formance, especially on these three types of business processes. Achieving this level of
performance comes down to the interest given not only to the quality of the business
process models, but also to the performance of these business processes. Performance
is basically linked to four core process aspects: process cost, process flow time, process
flexibility, and process quality [175]. Therefore, in addition to improving the quality of
these business process models, discussed in the first section, the organization must also
address the performance aspect of its business processes. In addition, efficient business
processes allow companies to gain a lot in terms of agility and adaptability, which makes
the company capable of dealing with a changing business environment in terms of both
challenges and opportunities.

Performance is an abstract notion. It can be defined or measured differently from one
domain to another. Business process performance is measured using metrics known as
Key Performance Indicators (KPI). Key performance indicators are defined as quantifiable
or qualitative measures that allow organizations to gauge their effectiveness in achieving
their strategic and operational objectives [176]. Key performance indicators are a means
of measuring progress towards an expected result. They represent a measurable expression
of the achievement of a desired level of results in an area relevant to the activity of the
entity being evaluated. KPIs provide managers and executives with a means to track
and assess their business performance and verify whether or not they are committed to
their strategic plan. Key performance indicators differ and are based on industry-specific
standards [176].

In the field of business process management, improving a business process means
improving the intrinsic characteristics of this process. Indeed, business processes are
characterized by specific performance measures and metrics. A. Shtub et al. [177] intro-
duced what they call the four dimensions of competitiveness: Flexibility, Quality, Cost,
and Time, those four cornerstones of competitiveness, are leading to the survival of an
organization and to its success. F.Forster [88] used these same four measurement indica-
tors of improvement : Time, Quality, Cost, and Flexibility, to develop business process
improvement patterns. These four indicators are considered, in fact, as the most impor-
tant measurement for evaluating the business activities in any organization. In the same
perspective, these four main dimensions are widely used in the BPR literature [178], [179],
[180], and they are part of what are known as the BPR best practices [181], [182], [183].
They are also known as the "Devil’s Quadrangle". This concept was introduced in 1995
by Brand and Van der kolk [184]. In [179] SW. Cranenbroek explains each dimension as
follows:

— Quality: which is divided into two types (internal quality and external quality).
Internal quality refers to the social and psychological factors related to work. For
example : variety in tasks, hierarchical differences, etc. External quality consists
of the degree of how the products meet the requirements of the customers. For
example: the default time in which the product can be used by the customer.

— Time: which can be represented in three main categories of time dimension ac-
cording to Brand and van der Kolk : service time, queue time and wait time.
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— Flexibility: which represents the degree to which organizations can adapt to
changes in their (internal and / or external) environment.

— Cost: which can change based on the type of process and the resources (human
and machine) used in this process. It includes different types of costs, such as
production costs, transport costs.

For some other researchers, such as A. Yousfi [185], the purpose of Business Process
Improvement is to improve those metrics by enhancing the quality of a business process,
reducing its response time and its cost. That is why, they limit their work on business
process improvement to only these three main performance metrics, quality (which refers
to the disparity level between the projected outcome of the process (product or service)
and its actual outcome), cost (which implies the expense of running the business process)
and time (which represents the duration it takes the process to run from start to end).
Whereas, G. Masiuk in [186] added three other metrics, when he introduced six key
performance indicators for processes: Quality, Cost, Time, Quantity, Satisfaction and
value. G.Masiuk classifies these six keys on four categories of process measures: first
we have the input measures which represent the assessment of products, services, or
information that feed into a process (quality, on time delivery). Second, we have process
efficiency measures which represent the assessment of how well the process is functioning
(cycle time, task time, accuracy, completeness, cost). In third, there are the output result
measures which represent the assessment of the outputs of the process (quality, meeting
employee/team/stakeholder requirements, quantity/volume produced). And finally the
outcome measures which means the assessment of the outcome (impact) of outputs on
the business and stakeholders (stakeholder satisfaction, business value, productivity). But
according to G.Masiuk, acting only on these metrics do not generate a big change in
process improvement; that is why an organization must implement and monitor a focused
plan to reach a good level of process improvement.

To contribute to process improvement, S. Page in [187] chooses a different path by
focusing on three main objectives of BPI:

— Effectiveness: which refers to the capacity of the business process to meet and
satisfy the needs of the customers.

— Efficiency: which means that the process must be easily used and understood by
the employees and also that it must minimize the consumption of resources.

— Adaptability: which represents the degree of flexibility of the business process
with respect to changes in business requirements.

So to obtain effective, efficient and adaptable business processes, organizations have
to follow a 10 steps Road-map to Business Process Improvement [187]: - Develop the
Process Inventory, - Establish the Foundation, - Draw the Process Map, - Estimate Time
and Cost, - Verify the Process Map, - Apply Improvement Techniques, - Create Internal
Controls, Tools, and Metrics, Test and Rework, - Implement the Change, and finally -
Drive Continuous Improvement.

As we can see, to specify the intrinsic characteristics of a business process, some re-
searchers choose to work with business process metrics, others choose business process
measurements, and others go with business process objectives. To enable organizations
to choose the adequate business process characteristics in the BPI journey, we should
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first distinguish between a metric, a measure, and an objective. In fact, according to C.
Kahraman et al. in [188] there is a difference between metric and measurement. A metric
can be a measurement, but a measurement is not necessarily a metric. A measurement
is simply some dimension, quantity, or determination of capacity; a metric is a standard
of measurement by which the efficiency, performance, progress, or quality of a plan, a
process, or a product can be assessed [189]. Whereas, an objective generally reflects the
end goals based on the mission of a function. Based on this comparison, we noticed that
business process improvement requires most of the time a combination of some metrics,
measurements, and objectives to reach a scalable, flexible, and intelligent business process.

Nowadays, Improving business processes is no longer limited only to the quality of
process models or the business process performance (by improving the predefined metrics
and measurements). Because recently, organizations are becoming increasingly interested
in achieving other aspects in their business processes, such as adaptability, intelligence,
and proactivity. In the literature we found several approaches that aim to improve the
intelligent and proactivity aspects of business process based on different techniques such
as: ubiquitous computing [1], [185], machine learning [190], [57], [29], [191], "Complex"
Event processing [26], [192], Process mining [37] [193], [194], Robotic Process Automation
[195], [196], etc. Improving business process is a very open issue that still attracts more
attention from the research community; most of these contributions focus on adding
new improvement techniques in order to manage correctly and successfully their business
processes, and to make them more adaptable, proactive, and smart. However , all these
techniques have data as an important ingredient to achieve process improvement, that
is why harnessing the power of these data can have a huge impact on business process
improvement.

Data science as a tool for process improvement

Nowadays, in several companies, data are considered as a catalyst of innovation, de-
velopment, and continuous improvement of their performance, their services, and their
customer relationships. Data and events are continuously generated due to the omnipres-
ence of sensors and networked machines in all major industries. Data ubiquity, as well
as advances in machine learning algorithms, data analytic, data mining techniques, and
artificial intelligence, increasingly encourage companies to exploit these new technologies
to extract business value and insights from this data.

A proper functioning value chain is the backbone of achieving optimal customer service,
competitive advantage, and efficiency for any organization. Data must go through a whole
process to extract value and knowledge from them, which analysts and business users can
translate into tangible business value. Although Data, information, and knowledge have
slightly different meanings, they are frequently used interchangeably. Schreiber et al.
[197] proposed the following distinct definitions and tried to build the definition of each
concept based on the previous ones:

— Data: is uninterpreted as signals or symbols that are brought to our senses every
minute in huge amount, such as strings of numbers, characters, integers, etc.

— Information: represents data equipped with a meaning that allows its interpre-
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tation by another entity (human being, machine, etc.). As an illustration, the
triggering of the fire alarm is not just an audible signal, rather, it is interpreted as
indication of fire in the building, for example.

— Knowledge: is a set of assimilated data and information used to carry out tasks
and create new information. According to Schreiber et al. [197], knowledge adds
two other distinct aspects. The first one is a sense of purpose, given that knowledge
is the "intellectual machinery" employed to achieve a goal. The second one is a
generative capability, given that knowledge can be used to produce and generate
new information, as it is one of the major functions of knowledge. That is why
knowledge is heralded as a new factor of production.

The new digitized era and the rise of several new technologies such as big data, fast
data, cloud computing, Internet of Things (IoT), etc., implies new business process prob-
lems and challenges linked basically to the tremendous amount of data and event data
that are constantly collected within the organization. These data represent for enterprises
a real engine of growth. However, a large amount of raw data is not valuable. Analyz-
ing the huge amount of data generated by the zillions helps organizations extract useful
information and then knowledge. In fact, the real value lies in how to use data and turn
an organization into an information-centric company that relies on insights/knowledge
derived from data analysis for their decision-making [198]. Hence integrating data science
in each step of business process life cycle is very crucial for process improvement.

Figure 2.5 – Steps of the process of Knowledge Discovery from Databases (KDD) [6]

As we have seen previously, knowledge can be generated from data and information.
This process of generating new knowledge is called Knowledge Discovery from Databases
(KDD). KDD is an iterative and interactive data mining process that was developed
in 1996 by Frawley et al. [199] and defined as " the nontrivial extraction of implicit,
previously unknown, and potentially useful information from data". In 1996, Fayyad et
al. [6] proposed a five-step process for KDD (see Figure 2.5). The first step is selecting
a data set from the available data to begin the KDD process. This selection, on which
discovery is to be performed, takes into consideration the domain knowledge, the purpose
of this discovery or analysis, and also the objectives of the analyst. After that, the selected
data is preprocessed, in order to have a tidy data, with no missing or noisy data. At this
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stage, the data can be transformed in order to have an accepted format that can be
used by different mining algorithms, for example, Clustering, Classification, regression, or
recommendation. Choosing one algorithm among others depends on the purpose of the
analysis (see Table 3.2 in Chapter 3). The output of the mining step represents patterns
that need to be interpreted and evaluated in order to validate their accuracy and to see
whether they can be useful or not for the analysis.

Karl Broman once said that "When physicists do mathematics, they don’t say they’re
doing “number science”. They are doing math. If you are analyzing data, you are doing
statistics. You can call it data science or informatics or analytics or whatever, but it is still
statistics." 1. However, statistics focus basically on generative modeling and theoretical
results instead of real-world analysis that required prediction, or on real-world challenges
related to data volume and data quality [9].

Data science is an interdisciplinary field aiming to turn data into real value. Data
may be structured or unstructured, big or small, static or streaming. Value may be pro-
vided in the form of predictions, automated decisions, models learned from data, or any
type of data visualization delivering insights. Data science includes data extraction, data
preparation, data exploration, data transformation, storage and retrieval, computing in-
frastructures, various types of mining and learning, presentation of explanations and pre-
dictions, and exploitation of results taking into account ethical, social, legal, and business
aspects. When analyzing this definition, we realize that data science is not just applying
data mining techniques and statistics to liberate value from raw data. Data science is
an "an amalgamation of different partially overlapping (sub)disciplines" [9], as shown in
Figure 2.9. The combination of two or more data science ingredients allows to answer
different data-driven questions. These questions have been grouped into four categories,
by W. Van der Aalst [200]:

— What happened? (Reporting).
— Why did it happen? (Diagnosis).
— What will happen? (Prediction).
— What is the best that can happen? (Recommendation).

Enterprises that have shifted toward a BPM enhancement journey, in order to contin-
uously improve their business processes, experience the need to deal with data and master
the workflow of added value extraction.

It is noteworthy that data has a plethora of facets that can be exploited to help
organizations enhance their performance. In a survey based on 325 responses [201], 70
percent of organizations consider (Big) data as "an opportunity to discover new facts
about their customers, markets, partners, costs, and operations, and then they use that
information for business advantage". But data is a double edge sword; it can either
improve the quality of business and business process or deteriorate it, based on its quality
and how we use it. In fact, there is a proportional relationship between the quality of the
data and the quality of process, and subsequently the quality of decisions taken by the
organization. This idea was detailed and clarified by Tamim et al. in [7] as illustrated in
Figure 2.6.

1. https://kbroman.org/blog/2013/04/05/data-science-is-statistics/
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Figure 2.6 – Impact of data quality - [7]

In the field of business process management, the data that are gathered after the
execution of each business process instance is called event data or event logs. Figure 2.7
represents an example of an event log. The term event data refers to actions performed
by entities.

Figure 2.7 – Example of incident process event log

Each event data must have at least three key pieces of information: action, timestamp,
and state [202]. But for more accuracy, event data must have at least 6 different pieces
of information [8] (see Figure 2.8):

— Case identifier: the identifier of the case to which the event belongs. Where a
case represents an instance of the process that we are dealing with.

— Activity identifier: the identifier of the activity that the event refers to.
— Activity instance identifier: the identifier of the activity instance.
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Figure 2.8 – Event data model [8]

— Transactional life cycle stage: the status in the transactional life cycle of the
activity instance.

— Resource identifier: the identifier of the resource that execute the activities.
— Timestamp: the timestamp of the event.

Given the crucial role of data and event data, improving business processes mainly
involves making BPM more data-driven and event-driven. Data science is a very broad
field that includes several other fields (see Figure 2.9) such as machine learning, statistics,
data mining, process mining, etc, and that provides several opportunities to improve
business process management.

Figure 2.9 – Data Science ingredients [9]

40



2.3. Conclusion

In this thesis, we have explored the possibility of improving business process manage-
ment using some machine learning algorithms and data mining techniques, and also some
event processing techniques.

Process mining is also widely used in the field of BPM. It represents a set of techniques
that are used to extract knowledge from event logs that are available in information
systems, in order to discover, monitor, and improve real processes [37].

Improving business process is a very open issue that still attracts more attention
from the research community, through the application of new improvement techniques,
as we mentioned before, such as Robotic Process Automation (RPA) ([22], [203]), or
Blockchain ([204], [205]), Advanced data analytics, Process mining, just to name a few, in
order to correctly and successfully manage their business processes, and make them more
adaptable, proactive, and intelligent.

2.3 Conclusion
In this chapter, we have introduced the main concepts of this thesis, namely business

processes, business process management, and business process improvement. In fact, our
contributions in this thesis can be considered as ways to enhance business processes es-
pecially for organizations that do not have big data processing capabilities.

After introducing the different concepts necessary for the understanding of our work,
we have presented an overview of methods and approaches used to improve business pro-
cess management from the first usage of BPI in the literature to the present day. The
propositions discussed in this chapter made it clear that there are a lot of research work
done in the field of business process management and business process improvement to
help organizations enhance their business processes.

The next chapter focuses on our first contribution, which is enabling a priority-based
instances scheduling within the frame of business process management.
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Chapter 3

Business Process Improvement through
instances scheduling

A plan is what, a schedule is when. It
takes both a plan and a schedule to
get things done.

Peter Turla

Business Process Management is concerned with continuously enhancing business pro-
cesses. However, this cannot be achieved without effective resource allocation and priority-
based scheduling.These are important steps toward optimizing time, cost and performance
in business processes. Although there are several approaches and algorithms for scheduling
and resource allocation problems, they do not take into consideration information gathered
from past process executions, given the stateless aspect of business processes. Extracting
useful knowledge from this information can help achieve effective instance scheduling de-
cisions without compromising cost or quality of service. This chapter addresses the issue
of enabling priority-based instance scheduling within the context of business processes.
We pave the way for a combination approach, which is based on unsupervised machine
learning algorithms for clustering and genetic algorithm (GA) to ensure the assignment
of the most critical business process instance tasks, to the qualified human resource while
respecting several constraints such as resource availability and reliability, and taking into
consideration the priority of the events that launch the process instances. Our approach
seeks to ensure that business process instances could be proactively scheduled based on
priority determination. An overall example is proposed to illustrate our approach. It is
inspired by the health care domain and the silver economy domain, which is a new indus-
trial sector officially launched in 2013 in France [206], to create personalized services and
new technologies that are expected to improve disability-free life expectancy or to help
dependent elderly people and their caregivers on a daily basis. The risk of falls increases
with age. In fact, loss of physical capacities due to age or some kind of accidents can lead
to serious falls of elderly people and these falls can have adverse repercussions. Hence the
need to propose an approach to ensure an effective scheduling in the case of critical tasks
that must be executed by human resources.
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3.1 Why Instances Scheduling ?

Business Process Management is about ”continuous improvement and optimizing pro-
cess to ensure high performance by achieving agility and flexibility as a tool to gain
competitive advantages” [207]. Most of the existing studies in BPM focused on main-
taining and enhancing the process business logical correctness, or improving the process
performance at both levels: build-time and run-time, by focusing on the optimization of
process modeling issues at build-time and process scheduling issues at run-time. Process
scheduling is considered as a crucial step in the path to improve business process per-
formance, since there is a strong link between effective resource allocation and business
process improvement [208]. Scheduling is a fundamental aspect of business process man-
agement; it has attracted a lot of research efforts because it allows tasks and resources
management and, therefore, performance improvement. In general, scheduling a process
consists of respecting several constraints (task precedence constraints, resource availabil-
ity constraints, data constraints, etc.) linked to process tasks and activities, and also
in determining the (human/machine) resources to be allocated to these tasks. Business
processes are different from other types of processes (e.g. scientific workflow), as they
may contain automatic tasks and non-automatic tasks. Moreover, human resources are
more difficult to manage, as a human resource can execute other tasks that do not belong
to the main process, or they may be available for only a specific time slots. Additionally,
several characteristics must be taken into account to choose the right human resource to
carry out a critical task (especially in critical sectors such as healthcare or banking, etc.),
such as availability [209], competence [210], seniority or reliability [211].

Resource allocation and task scheduling problems can be classified into two main
categories [209]:

— Off-line scheduling problems: in this type of scheduling problem, the arrival
dates of the tasks are known prior to resource allocation and task scheduling.

— Online scheduling problems: in this type of scheduling problem, the arrival
dates of the tasks are not known in advance.

In this research work, we deal with business processes defined in an organization that
cannot control the arrival of tasks (online scheduling), but at the same time it should
maintain a balance between multiple constraints such as (priority, time, quality of service,
lack of resources) to better manage resources and to minimize the overall execution time
without compromising the quality of service.

Conceptual background

This section will describe some of the related researches that have been done to solve
the problem of scheduling and (human) resource allocation in business processes.

Resources allocation and scheduling have been recognized as an important topic for
business process execution, as they have an important influence on process performance,
especially in cases that deal with minimizing the overall execution time of the process and
also minimizing cost generated from resource allocation in processes scheduling operations,
without compromising the proposed quality of service.

This issue has been intensively explored in the literature, and several important ap-
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proaches have been proposed to optimize execution time and achieve an effective resource
allocation and task assignment. Scheduling problems differ from one company to an-
other based on different characteristics such as its domain of application, its objectives
(performance, quality of service, fast scheduling time,...), the heterogeneous computing
environments to where belongs the process in question (cloud computing or grid comput-
ing environments, ...), and the metrics or criteria to be optimized that are targeted by this
organization. In fact, the chosen approach depends on the number of these criteria, and
according to [212] the existing optimization approaches can be classified into two main
categories based on the number of these criteria as we mentioned:

1. Mono-criterion approaches : this kind of approach is used to optimize (mini-
mize or maximize) only one criterion. For example, cost optimization in [213] and
load balancing optimization in [214].

2. Multi-criteria approaches : the optimization objective of these approaches in-
cludes several conflicting criteria, and the purpose is to ensure a balanced and
optimized solution without compromising one criterion over another. For exam-
ple, cost and deadline optimization in [215], cost, makespan and fault tolerance
optimization in [216], and cost and makespan optimization in [217].

Proposing a scheduling and resources allocation approach consist in general on opti-
mizing at least one of these criteria that we summarize in Table 3.1.

Resource management and scheduling problems in workflows and business processes
generally belong to NP-complete or NP-hard complexity problems. For this type of prob-
lem, researchers tend to propose efficient heuristics instead of exact algorithms, because
exact algorithms require an enormous calculation time that grows exponentially with
the size of the input [233]. This issue has been extensively explored in the literature,
and several important approaches have been proposed to optimize execution time and
achieve effective resource allocation and task assignment. Researches propose different
techniques and different algorithms to tackle this challenging problem of task assignment
and resource management. To achieve efficient scheduling and high performance in par-
allel and distributed systems, several approaches have been proposed, such as the use
of particle swarm optimization (PSO) for task-resource mapping to minimize the overall
cost of execution and, at the same time, respecting constraints such as budget and load
balancing [234]. Another particle swarm optimization (PSO) based heuristic for schedul-
ing workflow applications in cloud computing environments was proposed by [235], this
model was used for resource-task mapping in order to reduce execution cost (computa-
tion cost and data transmission cost). A comparison of the results obtained with the
proposed heuristic with Best Resource Selection (BRS) heuristic has been done by the
authors of this approach, and they found that PSO based task scheduling achieves three
times cost savings and a better distribution of resource workload. The authors in [232]
presented three workflow scheduling heuristics based on the Ant Colony System (ACO)
to maximize the reliability of workflow execution and minimize violations of reliability
and constraints. The simulation results show, according to the authors, that this method
increases the feasibility ratio and ensures a high-reliability scheduling. In [236] an Artifi-
cial Bee Colony (ABC) algorithm was proposed, the authors in their approach considered
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Optimization Criteria Definition References
Makespan The time difference between the

start and finish of a sequence of
jobs or tasks.

[217] [218]
[219] [216]
[220] [221]

Response time This is the time elapsed between
the initial launch of a task execu-
tion and the first response.

[222] [223]
[224] [225]

Waiting time It corresponds to the average time
spent in the system, by a given
task, in order to be accomplished.

[218] [225]

Cost An amount that has to be paid or
spent to execute a given task

[213] [215]
[226] [227]
[216] [228]
[217] [229]
[230] [209]
[222]

QoS Is the measurement of the overall
performance of a process execu-
tion

[231]

Efficiency The ability to avoid wasting re-
sources, cost, and time in execut-
ing a given task

[230]

Deadline The latest time or date by which
a given task should be completed.

[226] [215]
[227]

Resource utilization Resources used to execute a given
task

[231] [222]

Fault tolerance Is the ability to continue tasks ex-
ecution where some resources are
subject to failure.

[216]

Load balancing Is the ability to efficiently dis-
tributing incoming tasks on avail-
able resources

[220] [214]

Reliability Is the probability of a schedule
successfully completing its execu-
tion,

[219] [228]
[232] [29]

Availability Is The times or shifts when a re-
source (human or machine) can
execute a given task

[209] [208]
[29]

Fairness An equitable sharing of resources
between the different instances of
the process

[209] [224]

Table 3.1 – Scheduling optimization criteria
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time as a QoS factor. This algorithm improves total task finishing time, load balancing
time, and mean task finishing time when compared to the ant colony optimization algo-
rithm. Besides several others Swarm intelligence heuristics proposed in the literature for
resource management and scheduling problems, we also have Genetic Algorithms (GA). In
[237] authors proposed a task scheduling algorithm using an improved Genetic Algorithm
by merging Min-Min and Max-Min scheduling methods in standard Genetic Algorithm
to achieve efficient tasks scheduling, so these tasks can be finished in a minimum time.
The Greedy approach is another approach that has been widely used to solve different
problems, such as scheduling and activity selection [238].

A business process scheduling problem becomes more complicated when we have Hu-
man resources, because human resources are more difficult to manage as they can execute
other tasks that do not belong to the main process or they may be available for only
a specific time slots. Human Resource Allocation Problem (HRAP) is considered as a
special case of assignment problem. S.Bouajaja et al. write a survey on human resource
allocation problems [239] where they present the main approaches proposed in the liter-
ature to solve HRAP in different real-life applications. Among these approaches, we find
exact methods [240] or metaheuristics [241]. However, to deal with the human resource
allocation problem in the context of business processes and achieve efficient resource al-
location and scheduling in business processes, several approaches have been proposed in
the literature. In [242] authors focus on the integration of the priority aspect of human
resource allocation in the business process based on preferences. This approach also pro-
vides a mechanism for ranking resources. Another approach to resource allocation in
business processes has been proposed in [222], where the authors tackle the problem of
resource scheduling for a number of process instances by proposing two approaches based
on heuristic rules to achieve rational scheduling at build time and to take into account
different dependencies that may exist between instances at run time.

To the best of our knowledge, only few of these works present an effective instances
scheduling based on event priority determination in incident management business pro-
cesses. Because, the concept of priority has not been sufficiently addressed in the litera-
ture, as a scheduling optimization criterion (see Table 3.1). In fact, Cabanillas et al. [242],
tried to integrate this concept into resource allocation and assignment, by extending the
modeling concepts, but their approach focuses only on the conceptual and modeling level.

Besides, these existing research works do not take into account the stateless aspect
of these processes, as such a process does not distinguish between events, and it treats
each event independently and without taking into consideration information that can be
gathered from the previous executions. In the next section, we present in detail our
approach, which is based on a genetic algorithm and a clustering algorithm.

3.2 Proposed approach for Instances Scheduling

Each company must submit its business processes to a continuous improvement mecha-
nism respecting their life cycle. However, achieving a high level of enhancement cannot be
done without systematically integrating business process instances priority determination
with business process improvement approaches. In fact, an optimized resource allocation

47



Chapter 3. Business Process Improvement through instances scheduling

based on instances priority ensures a positive impact on business processes performance,
as it addresses time constraints and cost requirements without compromising the output
quality. Some work on resource allocation focuses more on changing and adapting the
structures of the business process to better fit the resources available in the enterprise
[208], others try to ensure an equitable sharing of resources between the different tasks or
process instances [209]. Regardless of the adapted approach, managing efficiently resource
allocation and time consumption could become a very important competitive advantage
especially for organization where time and resources are crucial for their business improve-
ment. Scheduling approaches in business process management take into consideration a
lot of constraints related to instances of a business process, such as execution start time,
finishing time, and dependencies between tasks, in order to determine their priority. De-
spite this, instances of the same business process can still be executed in first-in-first-out
order, which hinders the efficiency of the service, especially when one of these instances
is launched by a critical event. Besides, this situation becomes more complicated when
most of the tasks in this business process are executed by human resources.

To proactively manage the process instances, we build our approach based on the
concept of priority. This priority is determined based on the criticality level of the event
that initially launched these instances.

In this contribution, we couple the machine learning algorithm with the genetic algo-
rithm following the outline below:

1. We determine the priority of the business process instance, as a first step, based
on the criticality of the event that launched this instance (see Sub-Section 3.2.3).

2. We propose a Genetic algorithm to solve our optimization problem which aims
to achieve an effective assignment of the most critical process instance(result of
the first step) to the most available human resource, while respecting several con-
straints such as human resource availability and reliability (see Sub-Section 3.2.4).

This proposed approach is summarized in the following figure (see Fig.3.1). This ap-
proach is characterized by two phases. In the first phase, the training or learning phase
(see the first part of Figure 3.1), a clustering model is built using the data contained in
the execution event log or data set. Priority clusters are determined using this cluster-
ing model. These clusters are used to determine the instances’ priority levels. We also
calculate the reliability score for each resource at this level. In the second phase, the
execution or run-time phase (see the second part of Figure 3.1), the learned model is
exploited in order to obtain an estimation of the priority level related to each instance
candidate that will be executed by a human resource. The instance candidates are the
result of the filtering step, where every instance which does not represent an incident or
does not require the intervention of a human resource is eliminated. The most important
step in this phase is Matching a process instance to a suitable human resource, based on
the priority level of the instance and the reliability score of the resource.

Before tackling each step in more detail, we must understand some vocabularies related
to the business process scheduling problem (see Sub-section 3.2.1) in order to represent
the formulation of our priority-based business process scheduling problem in Sub-section
3.2.2.
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Figure 3.1 – An overview of the proposed approach

3.2.1 Definitions related to the business process scheduling prob-
lem

To understand the resource allocation problem in a business process that we discuss
in this contribution, we need to define the following concepts:

— Resource: r represents a unit that can be a human or a machine used to execute
tasks of a business process. A resource must fulfill several constraints such as
availability, execution time and cost, in order to be suitable for a specific task. A
is a set of agents (human resources), with n its cardinality.

— Task: t is a logical unit of work in a business process that can be executed by a
set of human or machine resources, depending on whether this task is automated
or not. T is a set of tasks, with m its cardinality.

— Business process: is a set of activities and tasks that exploit different resources
to achieve one or more objectives.

— Process instance: is a specific execution of a business process that is character-
ized by the execution start time and the execution finishing time for each task in
this instance.

— Resource allocation: is a match between a task t of a process instance and an
appropriate resource r.

— Constraint: is a rule that controls execution tasks in a business process instance.
— Priority: : is a parameter used to choose between two or more tasks that need
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the same resource at the same time. The lowest priority task must wait for the
resource occupied by the highest priority task.

Figure 3.2 – Class diagram for process model basic concepts

Figure 3.2 represents a class diagram of a business process at three levels: model level,
instance (or case) level, and event level. The core of this class diagram is inspired from
the object model proposed by Van der Aalst in [9] (see Figure 2.8 in Chapter 2). A
business process can have one or many process instances or what we call a case, and it is
consisted of several tasks and activities. In fact, within the same process instance, we can
have several instances of the same activity or task. It is worth pointing out that a task
is considered as an activity, but not all activities are tasks, because a task is an atomic
activity that is included within the process.

The class diagram illustrated in Figure 3.2 summarizes the following associations and
cardinalities [9] :

— Each process can have zero or many process instances or cases. However, each
process instance belongs to one process.

— Each process can have a different number of activities. However, each activity
belongs to one process.

— Each activity may have a different number of activity instances. But each activity
instance refers to one activity that belongs to a specific process instance.

— Each event is linked to a specific process instance.
— Each event is linked to one activity. But each activity instance can have several

events.
— Atomic activity is considered as a task.
— Each event can have different number of attributes. But each attribute refers to

one event.
— An event attribute has different subclasses, such as, timestamp (or the time of

occurrence of this event),
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3.2.2 Formulation of priority-based business process scheduling
problem

The main objective of our approach is to ensure an effective and optimal human
resource allocation and instance scheduling, while respecting the following constraints:
1) Priority of a process instance: the priority in our approach depends not only on the
execution time interval, but also on the criticality of the event that triggers the instance. 2)
Availability of human resources: in our approach, we have two types of availability: Initial
availability, which is related to SLA (Service-level agreement) between the hired human
resource and the company. And the availability at time t, which is related to whether a
human resource is assigned to execute a task or not. To determine the time that a human
resource will spend to execute the assigned tasks in order to determine his availability,
existing approaches proposed several methods to estimate the available time slot of each
resource based on the time that a specific task requires to be executed. However, to gain
more flexibility and to ensure a real-time service, we propose in our approach, to manage
the availability of each human resource, an online system that shows whether a specific
human resource is available to receive a new task or he /she is not available (absent or
allocated to an other task). 3) Reliability Ri of each human resource ri: Since we are
dealing with incident management business processes, the error rate must be very low,
especially for critical tasks. That is why we include this metric which is calculated based
on the number of errors that a specific human resource has made in a determined time
interval.

Reliability =
1

∑k

j=1 PjNj

(3.1)

with P represents a weight that is proportional to the criticality level of the event. And
N represents the total number of errors a human resource has committed while qualifying
previous events, for each criticality level k, (N ≠ 0 and P ≠ 0).

The objective of our model is to minimize the total cost-reliability ratio for all available
human resources (Equation 3.2). While respecting the constraints in order to ensure that
a human resource can be assigned to one task at a time, we must also respect the human
resource initial capacity and also his/her availability in order to assign to them only tasks
that occur in their availability time slot.

min
(x1,1,...xn,m)

[F (x1,1, ..., xn,m) =
C1,1

R1
x1,1 + ... +

Cn,m

Rn
xn,m =

n

∑
i=1

m

∑
j=1

Ci,j

Ri
xi,j] (3.2)

Subject to n

∑
i=1

xi,j = 1, j = 1, ...,m (3.3)

m

∑
j=1

ai,jxi,j ≤ Init_Availability(ri), i = 1, ..., n (3.4)

The objective function represents the cost-reliability ratio, where cij represents the
cost of allocation of human resources ri to task tj, and Ri refers to the reliability of each
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human resource ri (Equation 3.1). xij in the first constraints, represented by the equation
3.3, represents the decision variable (xij = 1 if the human resource ri is allocated to
perform the task tj; 0 otherwise). This constraint means that each task is assigned to
only one human resource. In equation 3.4 aij represents the total time used by the human
resource ri when assigned to execute a task tj, and this equation means that the total
time used by each human resource cannot exceed his/her initial availability.

We schematize in Figure 3.3 the end-to-end process to achieve a priority-based and
reliability-based resource allocation for our approach.

Figure 3.3 – Priority-based scheduling of process instances under human resource con-
straints

3.2.3 Machine Learning for process instance priority determina-
tion

- Basic Definitions

Machine learning is a branch of the artificial intelligence research domain. Using
mathematical methods, machine learning enables systems to learn from data and gener-
ate knowledge from experience. With time and more experience, the system can learn and
improve and sharpen a model that can be used to predict outcomes of questions using pre-
vious learning [243]. Machine learning algorithms are organized into different categories
based on the learning type: Supervised Learning, Unsupervised Learning, Semi-supervised
Learning, Reinforcement Learning, and Transduction learning:

— Supervised machine learning consists on having input variables (X) and an
output variable (Y ), so all data are labeled, and we use an algorithm to learn the
mapping function from the input to the output.

Y = f (X) (1)
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The main purpose of supervised learning is to get an approximation of the map-
ping function so that we can predict the output variables (Y ) when we have new
input data (X). Learning stops when the algorithm reaches an acceptable level of
performance. The process of an algorithm learning from the training dataset in
this type of machine learning algorithm can be seen as a teacher supervising the
learning process, which explains the name of this learning type.

— Unsupervised machine learning consists on having only input data (X) but no
corresponding output variables, so there is no "supervising teacher", and all data
are unlabeled. That is why the main goal of this learning type is to model the
implicit structure or distribution in our data to learn more about these data.

— Semi-Supervised machine learning, this particular case of learning, which is
between supervised learning and unsupervised learning, is used when we have a
considerable amount of input data (X) but only some of the data are labeled (Y ).
In this case a mixture of both learning techniques can be used [244].

— Reinforcement machine learning problems concern how an agent must learn
behavior and take action in a dynamic environment in order to maximize a cu-
mulative reward. In this type of learning problem, the agent emulates the leaning
behavior of humans by following a trial-and-error process, instead of having, in
advance, a set of desired actions [245].

— Transduction learning is used in the field of statistical learning theory to refer
to the prediction of new outputs based on training inputs, training outputs, and
new inputs [246].

Supervised learning and unsupervised learning algorithms are the most used in real-
world problems. They can be further grouped into different categories that we can find
in real-world machine learning problems (see Table 3.2).

- Clustering problem

As we have mentioned in Table 3.2, we resort to clustering techniques when we want
to discover the inherent grouping or clusters in an unlabeled data set. Clustering is the
most important technique for unsupervised learning. It means dividing a large data set
into distinct and manageable groups called "clusters", based on certain similar patterns.

Clustering techniques help us to discover hidden patterns or relationships between
the data points in our data set that contain unlabeled data. We use these patterns
similarities to determine whether a data point belongs to the same cluster as another data
point. This similarity is measured based on distance. In fact, there are several methods
to measure this distance from one data point to another. Among these methods we
have : Euclidean distance, Hamming distance, Manhattan distance, Minkowski distance,
Mahalanobis distance ([248], [249]).

In the literature, we find several clustering algorithms. According to Xu et al., cluster-
ing algorithms can be classified into two categories, the traditional clustering algorithms,
and the modern clustering algorithms. The first category contains nine subcategories
which contain 26 commonly used algorithms (see Table A.1 of Appendix A). The second
one contains 10 subcategories that include 45 algorithms (See Table A.2 of Appendix A).
[249].
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Machine Learning
Algorithm

Learning Prob-
lem

Definition Example

Supervised
Machine Learning

Classification A classification problem
is when the output vari-
able is a category (spam
and no spam)

Naive Bayes Classifier,
Support vector ma-
chines (SVM), Ran-
dom forest, K Nearest
Neighbors (K-NN) ....

Regression A regression problem is
when the output variable
is a real value (weight, ...)

Linear regression,
Random forest, ....

Recommendation Recommender Systems
(RSs) are software tools
and techniques used to
provide suggestions for
items to be of use to a
user [247]

Collaborative Filter-
ing, Content-based
Recommendations,
Context-aware Rec-
ommendations, ...

Time series pre-
diction

It describes a model
that predicts the future
value based on current
and past data samples,
in order to see how a
given variable changes
over time

Autoregressive Mov-
ing Average (ARMA),
Moving Average
(MA), Autoregressive
(AR)

Unsupervised
Machine Learning

Clustering A clustering problem is
where we want to dis-
cover the inherent group-
ings or clusters in the
data (clusters of cus-
tomers by purchasing be-
havior)

k-means, Density-
Based Spatial Clus-
tering of Applications
with Noise (DB-
SCAN), Gaussian
Mixture Model ...

Association An association rule
learning problem is
where we want to dis-
cover rules that describe
large portions of our
data (customers that by
Product1 also tend to
buy Product2)

Apriori algorithm for
association rule learn-
ing problems

Table 3.2 – Machine learning algorithms taxonomy
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In our approach, we have chosen K-means algorithms. However, this choice was based
on a comparative study that we conducted. In fact, we have chosen to test and com-
pare five clustering algorithms among the most widely used clustering algorithms in the
literature. K-means, DBSCAN, Fuzzy C-mean, mean shift, and Spectral clustering. In
order to analyze each clustering model of the five selected, and compare their differences
and adaptability to our case study, we decided to apply these five algorithms on our case
study to analyze the alerts (falls) of each patient. This comparative study is detailed in
the Appendix A. This comparative study concludes that, for our case study and based on
the dataset we have, K-means is the most suitable clustering algorithm for our approach.

- Instance priority determination Step

As mentioned previously, in order to schedule our business process instances according
to their priority, we estimate this priority based on the criticality of the events that launch
these instances. We proceed to a dynamic clustering in order to score and estimate the
priority of the incoming event based on the cluster of its source.

We opted for clustering algorithms to discover groups in our dataset, we choose K-
means clustering algorithms, and we tested several criteria such as the frequency of falls or
total number of falls, in order to have the most representative clustering for our data. We
apply the K-means algorithm on a set of events sources in order to classify those sources
on different clusters using a score that we calculate for each event’s source (a patient in
our case) based on the frequency of previously generated events and their criticality value
given previously by the agents (human resources) in the qualification step (see Figure
3.5).

This first step of our proposed method uses basic iterations of the K-means algorithm.
The basic steps of the K-means algorithm are shown in the following pseudocode (see
Algorithm 1):

Algorithm 1 K-Means clustering algorithm
Input:
S = s1, s2..... sm // list of data points (list of sources which generate the different events)
K //Number of clusters
1: choose K Random data points from S as initial clusters centroids
2: repeat
3: Assign each data point si to the cluster which has the closest centroids.
4: Calculate the new centroids of each cluster.
5: until Convergence //no more changes for centroids

Output: Set of K clusters

The event criticality ranged from low level (0) to very serious (3), and there is a
bijection between the event criticality levels and the instance priority. Two scenarios are
encountered when applying this approach:

1. The sources of the incoming events belong to different clusters: in this case, the
score of each cluster helps us to determine the criticality level of each event, which
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helps us to estimate the priority level of the business process instance launched by
this event. So, the instance launched by an event that was generated from a source
that belongs to the critical cluster has higher priority than the other instance.

2. Both sources, which generate the events, belong to the same cluster: in this case,
the criticality level of each event is determined by the comparison of the score (used
to cluster the sources) of each event source.

3.2.4 Genetic Algorithm for human resource allocation

- Basic Definitions

Swarm intelligence is a discipline that is inspired from the collective and simple behav-
ior of a swarm in nature and also the self-organazing interactions among agents. Swarm
intelligence was first used in 1988 by G.Beni and J.Wang for cellular robotic systems
[250], since then several Swarm intelligence Algorithms (SI) have been proposed to ad-
dress complex optimization problems. Those algorithms can be classified into different
categories: Insect-based algorithms such as (Ant Colony Optimization Algorithms, Bee-
Inspired Algorithms, Firefly-Based Algorithms, Glow-Worm-Based Algorithms), Animal-
based algorithms such as (Bat-Based algorithms, Monkey-Based algorithms, Lion-Based
algorithms, and Wolf-Based algorithms) and Bird-Based swarm algorithms (Levy flights,
Cuckoo search). SI algorithms have been applied in different domains and have proven
their efficiency in solving NP-hard problems in several real-world applications. The grow-
ing popularity of these SI-based algorithms is due to multiple reasons inspired by the
swarm behavior [251]: flexibility, self-learning capability, versatility, self-organization, in-
side out and outside in Interaction(interaction between the member of the swarm, and
the interaction with the environment), collective vigilance (the swarm members are al-
ways open and alert to new information), Independence, Dynamic system (a system that
reacts to changes in the environment). At first, those bioinspired algorithms deal with
stationary optimization problems, but nowadays most real-world optimization problems
occur in a dynamic environment [252].

In addition to Swarm Intelligence algorithms that have proven their efficiency, we find
Genetic Algorithm (GA). It is a metaheuristic that was proposed in 1975 by John Holland
and belongs to the evolutionary algorithms group. GA is a search optimization algorithm
based on the mechanics of the natural selection process. The underlying concept of this
algorithm is to imitate the concept of "survival of the fittest". In fact, this algorithm
simulates the processes observed in a natural system where the strongest tend to adapt
and survive, while the weak tend to perish [253]. In this population composed of many
individuals, each individual is uniquely determined by its gene, and couples of individuals
give birth to offspring and thus generate a new population. The genes of the offspring
are the product of their parents mixed genes, which ensures that the genetic traits that
contribute to the survival of the individual are fixed in the population.

The basic steps of the genetic algorithm are shown in the following pseudocode (see
Algorithm 2:
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Algorithm 2 Genetic algorithm pseudo-code
Begin
1: Randomly generate an initial population of different individuals
2: Evaluate the fitness of each individual of the population
3: repeat
4: Select two parents from the population
5: Generate offspring by the selected parents
6: randomly Mutate the offspring
7: Evaluate the fitness of the offspring
8: Replace the less important individuals in the initial population by the best ones

from the offspring
9: until convergence criterion is met { time limit or specific number of iteration}

Resource allocation and task assignment are among the most important optimization
problems in Business Process execution that has been extensively studied in the litera-
ture; many researchers have proposed several algorithms for scheduling problems, resource
management, and task assignment [254] [255] [256] [242]. Genetic Algorithm and Swarm
Intelligence algorithms are one of the methods used in this optimization problem that
have proven their efficiency [238] [257] [252], [258], as we have said previously.

- Instance Tasks and Resource matching Step

Meta-heuristics present a potential solution for scheduling problems when exact meth-
ods are unable to find an optimal solution within a reasonable computational time.

The use of a meta-heuristic in our approach is intuitive as we are facing an opti-
mization problem, and meta-heuristics have proven their efficiency and their capability to
obtain near-optimal results, through several works previously done by researchers. But we
opted for the Genetic algorithm instead of other metaheuristics such as the Artificial Bee
Colonies algorithm (ABC) or the Ant Colony Optimization algorithm (ACO), as it was
more adaptable to our case. In addition, the phases of GA offer more flexibility in order to
propose modified or adapted algorithm versions by researchers. In fact, we also proposed
in this approach an adapted version of the genetic algorithm previously described. Our
optimization approach consists of the following phases:

— Input parameters and Population initialization Like other population-based
search and optimization algorithms, the initial phase of the genetic algorithm be-
gins with generating the initial population and setting the initial parameters. A
population in the genetic algorithm represents all possible solutions to the problem,
and an adequate representation of a population of candidate solutions increases the
efficiency of the GA results. For our approach, each individual from the initial pop-
ulation is encoded as a vector where the first element of this vector represents the
human resource index and the second one represents the task index. An individual
in our case is represented as a possible one-to-one matching between a human re-
source and process instance tasks. Therefore, our population will have the following
representation (see Figure 3.4).
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Figure 3.4 – Representation of population of candidate solutions

— Population fitness-based evaluation: As we mentioned before, our purpose
is to ensure one-to-one matching between a human resource and process instance
tasks. We evaluate the fitness value of each individual in the population. This
fitness represents the total cost-reliability ratio of the available human resources
that will be allocated to current tasks (see Equation 3.2).

— Parent Selection and Population reproduction: In this phase, the individ-
uals of the initial population (parent) are sorted according to their fitness val-
ues. Among the different selection techniques in literature (Tournament Selection,
Roulette Wheel Selection, Rank Selection, ...), we apply rank selection. This tech-
nique consists of sorting individuals according to their fitness score, and then we
randomly choose the parents from the individuals with higher ranks.

— Crossover phase: is a step in the genetic algorithm that consists of selecting two
random individuals (chromosomes) and switching between their elements (genes)
to generate a new population. In our approach, we can only use the one-point
crossover strategy for the individuals of our population given their representation
(see Figure 3.4).

— Mutation phase and New generation: is an operation in the genetic algorithm
that consists on randomly modifying an individual. In our case, we opted for se-
lecting the first element of the individual (chromosome) that represents the human
resource index and modify it with an index of another available human resource. To
obtain the future population, we use the ’elitism’ with a fitness-based selection ap-
proach, which consists of keeping the fittest individuals of the current population,
and those individuals replace the least fit offspring in the new generation.

— Termination Condition: The termination condition is basically used to prevent
the genetic algorithm from endlessly iterating. It can be stopped automatically
after defining specific iterations. We can use either the fitness value or the time
[258] as a termination condition in a genetic algorithm. In the literature, we also
find some research work that proposes other termination condition or stopping cri-
terion, such as variance [259]. But time is a crucial factor in our case study, since
we are dealing with critical events (falls of elderly people). So, we use a tempo-
ral termination condition. After a fixed time (e.g. 10 minutes), the algorithm is
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stopped, and the cost-reliability ratio (fitness value) corresponding to the individ-
uals is retained as the final result. The individual with the lowest ratio is kept as
the result of the genetic algorithm. This approach allows us to limit the duration
of the algorithm, which can run for a very long time.

3.3 Case study : Scenario of the incident management
process

In this section, we present a real-life scenario from our case study at Angel Assistance 2,
to illustrate our problem and highlight the challenges we are trying to solve with the
proposed approach.

The case study of our research work belongs to the silver economy domain, which is
a new industrial sector officially launched in 2013 in France [260]. The aim is to create
personalized services and new technologies to improve disability-free life expectancy and
to help dependent elderly people as well as their caregivers on a daily basis. This domain
represents a solid proof for why priority-based process instance management is critical.

Most countries around the world live in the demographic transition of an aging pop-
ulation. According to the United Nations, the number of people with 80+ years of age
will triple between 2015 (126.4 million) and 2050 (446.6 million). If we take France as an
example, in 2015 the number of people over 60 years old is 12 thousands, which repre-
sents 18% of the French population and will represent more than 1/3 of the population by
2060 3. Since demographic change is becoming a global phenomenon, several companies
are focusing on developing products and services to create age-friendly societies.

The risk of disease, loss of capacity, and falls increases with age. Losing physical
capacities due to age or some kind of accidents can lead to serious falls of elderly people
and those falls can have adverse repercussions. In fact, The physical consequences of
a fall differ from one individual to another. They can represent a decrease in mobility
and an increase in daily life activities dependency. Falls also have some psychological
consequences such as a loss of self-confidence, which can accelerate functional capacities
decline. Falls among seniors result in a significant number of hospitalizations, with hip
fractures being the main cause. Furthermore, falls are the leading cause of injury-related
death.

Every year, more than 12 million people over 65 years of age fall and one in two people
over 80 years of age is a victim. As the leading cause of accidental death in the over 65s,
falls often have an impact on physical condition but also on psychological condition 4. Loss
of confidence, fear of falling again, withdrawal, the consequences of a fall are multiple,
often serious, and linked to the importance of the injury and the health status of the
person.

Several studies have been conducted in the field of silver economy, in order to determine
a standard definition of a fall and the number of falls over a specific period to consider

2. http://c2ime.eu/portfolio-item/angel-assistance/
3. https://www.insee.fr/fr/accueil
4. https://www.pourbienvieillir.fr/sites/default/files/830.pdf
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an old person as a repetitive case. In [261] [262] [263] [264][265] a fall represents "an
unintentional change in position resulting in the return to rest at a lower level or on the
ground". To characterize the repetitive aspect of a fall, we must determine the number
of falls and the time interval between falls. As we can see in Table 3.3, most published
studies consider at least two falls to retain repetitive character, with an interval between
two falls ranging from 6 to 12 months on average.

Table 3.3 – Repetitiveness aspect of a fall.

ReferencesData Collected Participants Study plan Falls repeti-
tion

[262]
Questionnaire
A follow-up period of one year

N = 730
Age >= 55 years Transversal

Yes
>= 2/12 months

[263]
Postal questionnaire
A follow-up period of 1 year

N = 1660
Age >= 70 years Transversal

Yes
>= 2/12 months

[264]

Telephone questionnaire
Interval : 6 weeks
A follow-up period of 36 weeks

N = 311
Age >= 70 years Observational

cohort

Yes
>= 2/9 months

[265]

A follow-up period of 3 years
Participants report their falls
weekly
on a fall calendar
Phone contact in case the person
is incapable of filling in his
calendar

N = 1365
Age > 65 years Observational

cohort

Yes
>= 2/6 months

[261]
Participants interviews
Retrospective (12 months)

N = 377
Age =78 +− 3 years Transversal

Yes
>= 2/12 months

Quick intervention after a fall, for example, using a fall detector, could avoid 26 %
hospitalizations, that is, 160 M¤ and 9,400 deaths per year. There are several solutions
for fall detection, such as:

— Passive Solutions: where the senior must press a beeper to notify in case of an
incident.

— Active solutions: These solutions require the use of sensors (accelerometer, biolog-
ical signals) or environmental detectors (presence, ground, doors, etc.). In case of
a particular variation of the signals, the device triggers an alert.

— Video-surveillance Solutions: the camera sensor analyzes the senior’s behavior and
triggers the alert accordingly.
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Some of these solutions ( bracelets, presence detectors, active floors, etc.) are "blind".
This means that they do not allow to know if a fall is serious or not, based on the received
alert. Only the image delivered by the video fall detectors allows us to remove doubt
about the incident, and therefore avoid unnecessary interventions and therefore minimize
the overall cost of the service.

Predicting and preventing falls among elderly people is the main objective of our case
study; in fact, to apply our approach, we will use a data set and a business process model
from a video surveillance company. This company edits an automatic fall detection system
for older people and offers a 24/7 automatic alert solution and rapid rescue without the
intervention of the person in danger. This process is compliant with the ISO 9001 correc-
tive / preventive action process. ISO 9001 is a standard that introduces new approach to
corrective/preventive actions and continual improvement [266]. Corrective action means
dealing with the problem after it occurs to find the root cause of this problem. However,
preventive action means dealing with the problem before it happens in order to prevent
it. The global business process of our illustrative example is simple, but it represents
several hard functional constraints such as: Business scaling, real-time data analysis, and
the obligation to maintain limited resources for the viability of the business.

Figure 3.5 depicts our incident management process, using BPMN ((Business Process
Model and Notation), Object Management Group (OMG)), which aims to manage falls
alerts from detection to assistance and resolution. This incident management process is
based on an analysis in real time of alerts received from 24/7 streaming cameras (IoT
devices) for detecting elderly people’s falls. Waiting too long (sometimes even for a few
minutes) can be so risky as it can complicate the situation and also can be very painful
for the person. Therefore, a quick rescue is mandatory to help the person after a fall or
an incident. To achieve this prompt intervention, smart video surveillance cameras are
installed at the client’s home or in patients’ rooms in geriatric services. These devices
detect suspicious scenes that may be a fall or an incident, take a picture of the scene,
and then automatically send an alert to the video surveillance center. That received alert
is handled by a human agent, who qualifies the alerts into four categories, as described
below, and after that he/she determines whether an assistance action is necessary or not
according to the criticality level of the alert. That is why, each received alert requires
quite vigilant treatment, in order to be sure of its category, because the margin of error
in this type of system must be very small, as those falls, in case of a delayed intervention
or an incorrect qualification, may have an adverse impact on the person concerned :

— False alerts (level 0): Empty place.
— False alerts (level 1): Active person.
— Alerts with average level (level 2): Seated person.
— High-level alerts (level 3): Person lying down.
The growing needs of these types of companies (24/7 streaming HD camera, increas-

ing number of clients, unpredictable falls of elderly people) also increase the need to
have more dynamic, adaptable, and proactive business processes that ensure an appro-
priate response to emerging customer events while maintaining an effective management
of resources and without compromising one business process value (time, cost, quality,
efficiency, flexibility, etc.) over the other. It turns out that time and resources are the
most critical values in these cases, and a non efficient management of resources preclude

62



3.4. Validation

the organization from achieving an effective scheduling, and this consequently hinder the
continuous improvement of these business processes.

Video surveillance systems have proven their efficiency, as they can detect hundreds
of falls and risky situations and then assist the person in danger in less than five minutes.
However, these ambient cameras videos generate a lot of false alerts, triggered by an active
person or a moving curtains for example, that are sent to the back-office alert workflow
management system. Given that the human agent handles the received alerts in a first-
in-first-out (FIFO) order, sometimes true and critical alerts may stay on a waiting list
for a few minutes until the agent handles all the false alerts or less critical ones that were
received before the true one, as the incoming events are intercepted, queued, and launch
the process instances. So, if we do not integrate a mechanism to help human intelligence
by prioritizing the event generated by a (very) serious case, high latency will induce delays
that can be disruptive, depending on the severity of the case.

3.4 Validation
In this section, we present the results of our experiments to demonstrate the effective-

ness of the combination of the two proposed steps. All our experiments were conducted
on an Intel(R) Core(TM) i5- 540M 2.53GHz. For the first step in our proposed approach,
which aims to estimate the priority level of each business process instance based on the
criticality level of each incoming event that launches these instances, we used the K-means
algorithm that we coded in the R language. For this, we took a data set of patient falls
over the period from 01-02-2016 to 12-06-2017; this data set consisted of 238228 observa-
tions generated by 81 patients: 89312 alerts are of level 0 (low), 148466 of level 1(average),
275 of level 2 (serious) and 175 of level 3 (very serious). This data set represents historical
data gathered from our previous business process past instances (see Figure 3.5). More
details about our data set are represented in the Appendix C. As shown in Figure 3.6, we
obtain four clusters with the K-means algorithm based on the score of each patient cal-
culated using the total number of his/her falls, taking into consideration level 2 and 3 only.

Analyzing historical data for each patient helped us to cluster the patients into cat-
egories and find similarities between different patients. Each time a new event has been
processed, the clustering is dynamically restarted in batch to ensure that the clusters are
continuously updated and conclusive regarding the evolution of the patient’s health level.
In fact, this helps us keep the score and the cluster of each patient up to date in our
database. Because we are using these two criteria to estimate the priority of incoming
events, in order to execute the instances linked to those events in priority order instead
of first in first out order, as shown in Figures 3.7 and 3.8.

The first figure (see Figure 3.7) represents the contents of the JSON file that we send
to our REST API (we have used Postman 5 which is an API platform for building and
using APIs) to sort the incoming event by priority using the score and the cluster ID
of each patient. The second Figure (See Figure 3.8) shows the results received. As we
can see, the score obtained for each event corresponds to the result of our clustering, and

5. https://www.postman.com/product/rest-client/
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Figure 3.6 – Clustering of patients according to their score

these events are sorted according to the score and the cluster ID of their sources.

In the second step, which represents the human resources allocation step in our ap-
proach, the Genetic Algorithm and all other algorithms were coded in Java programming
language. To experiment our Genetic Algorithm-based approach for human resources al-
location we used 8 human resources (see Table 3.4) with the same sorted events from our
first experiment (see Figure 3.8). The results obtained from this matching operation (Re-
source, Task) respect the two constraints that we propose in our approach, which are the
reliability score and the initial availability, which is linked to the time slot of availability
for each human resource.

Table 3.4 – List of Human Resources

Human resource ID Reliability score Initial availability Time slot of availability
1 0.13 4 hours 8AM - 12 (Noon)
2 0.20 4 hours 8AM - 12 (Noon)
3 0.25 8 hours 2PM - 8PM
4 0.19 3 hours 2PM - 5PM
5 0.57 4 hours 8AM - 12 (Noon)
6 0.31 4 hours 4AM - 8AM
7 0.12 2 hours 10AM - 12 (Noon)
8 0.43 6 hours 6PM - 12 (Midnight)

We obtain the following result (7, 88876), (1, 88875), (2, 88874), (5, 88873). Among

64



3.4. Validation

Figure 3.7 – Event priority determination: Received Events

Figure 3.8 – Event priority determination : Sorted Events

the available human resources, only those with high reliability score were selected.

In addition to the constraints related to human resources (availability and reliability)
and to business process instances (priority), response time is also an important criterion
that we should take into consideration in our approach since we are dealing with a critical
tasks that should be allocated to human resources in near real-time. For this, we conduct
another series of experiments in which we keep a fixed number of human resources, but
we have alternately modified the number of tasks and the number of generation that we
used within our genetic algorithm. Figure 3.9 represents the results obtained.

We observe that our priority-based scheduling approach allows us to schedule up to 20
events in just a few seconds. Increasing the number of generations causes a slight increase
in processing time, but the final result of resource allocation is the same. Thus, we have
limited the number of generations in our genetic algorithm to 50.
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Figure 3.9 – Variability of the processing time according to the number of tasks and the
number of generation

3.5 Conclusion

Scheduling and resource management are important steps in the path of business
process improvement, as they directly influence business process performance. After re-
viewing the literature and highlighting its shortcomings, we realized that the existing
approaches do not take into consideration information gathered from past process execu-
tions, given the stateless aspect of business processes in most cases, and more precisely in
incident management business processes. Extracting useful knowledge from these existing
event logs can help achieve effective instance scheduling decisions. Besides, the concept of
priority has not been sufficiently addressed in the literature, as a scheduling optimization
criteria.

In this chapter, we introduced a two-phase approach to ensure effective scheduling
in the case of critical tasks that must be executed by human resources. The first phase
represents a solution to determine event priority to ensure effective scheduling of instances
in the business process. This solution is based on the analysis of historical data from past
business process execution using unsupervised machine learning algorithms for clustering,
in order to manage the priority of several events that launch business process instances.
The second phase is about resource allocation. In fact, the problem of scheduling in
business processes has several constraints at the same time, such as resource availability,
resource reliability, and time. As this problem is considered an optimization problem, we
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propose a genetic algorithm to solve it to achieve an effective match between the most
critical process instance and the most available human resource.

So far, our contribution ensures that the events that launch business process instances
are processed according to their order of priority, by exploiting the result of our clustering
step to estimate the criticality of the incoming events. However, there is always an
uncertainty level regarding the criticality/priority level of events generated from sources
that belong to the same cluster. In the next chapter, we explore how to manage this level
of uncertainty.
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Chapter 4

Business Process uncertainty mining
through Fuzzy Logic

Knowledge is an unending adventure
at the edge of uncertainty.

Jacob Bronowski

There is a great excitement that new technologies based on artificial intelligence and
machine learning are increasingly used in real world applications : health-care, banking,
facilities, weather forecasting, etc. Especially in this era of digital transformation where
enterprises are looking, more and more, for advanced and effective technologies that fa-
cilitate and improve decision-making process. However, as machine learning algorithms
become further integrated into real world systems, these systems have some difficulties
caused by uncertainty. Uncertainty can be seen as "a situation which involves unknown or
imperfect information", which can lead to a plethora of possibilities. All these possibilities
are what make human beings free to choose and make decisions. Besides, humans beings
have no problems dealing with uncertainty and understanding words that are related to
approximate reasoning in human decision making, such as "Low", "high", "slow", "fast",
"about", etc. Humans are able to make decisions in imprecise and uncertain environment,
but what about machines and algorithms?

4.1 Why Fuzzy Logic?

To understand the reason behind using fuzzy logic in this contribution, we need first to
present a list of terms and definitions that are going to be used throughout this chapter.

Conceptual Background

Fuzzy Logic is a mathematical discipline used to handle nonlinear uncertainties that
exist in physical systems to model human experience and human decision making behavior.
The emergence of Fuzzy logic is linked to the publication of a paper by Lotfi A.Zadeh in
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1965. In this paper Zadeh introduced the concept of a fuzzy set, and latter on the fuzzy
logic in the broad sense and fuzzy system modeling (FSM).

The difference between Fuzzy sets and classical sets is the concept of boundaries. In
fact, a classical set represents distinct and definite collection of objects, and satisfy two
requirements [267] :

— All members of the set must be distinguishable from one another.
— The set must have a sharp boundary, which means that any given object is either

a member of this set or not.
Whereas for Fuzzy sets the boundaries are not mandatory sharp, which leads to am-

biguity and uncertainty. For example, "the class of animals clearly includes dogs, horses,
birds, etc, as its members, and clearly excludes such objects as rocks, fluids, plants, etc.
However, such objects as starfish, bacteria, etc. have an ambiguous status with respect to
the class of animals. The same kind of ambiguity arises in the case of a number such as
10 in relation to the "class" of all real numbers which are much greater than 1." [268].

Fuzzy logic is characterized by fuzzy sets, membership functions, linguistic variable,
fuzzy operations, fuzzy If-Then rules, and Fuzzy Inference System. We will see all these
concepts in more details in next subsection, but first let us dig deeper into uncertainty
since it represents the reason behind using fuzzy logic in our approach.

Uncertainty

Nowadays, all objects are becoming increasingly connected in different fields, which
has led to a huge amount of data and events, that are conveyed by all these sensors. The
need for technologies and methods, to bridge the gap between collected data and their
exploitation, is steadily increasing. That is why, we are witnessing an emergence of "big"
data technologies, Machine learning techniques, Artificial Intelligence methods and data
science techniques, that are increasingly reaching to every other domain. However, when
applying one of these methods, we can be confronted with some uncertainty challenges.

Uncertainty as concept is linked to all the branches of science: in Social Science (Psy-
chology, sociology, Cognitive, etc.), Life Science (Biology, etc), Formal Science (Math-
ematics, logic, etc.), and Computer Science and data science which draws on Formal
Science such as mathematics and logic. Uncertainty concerns process management fields
also, due to uncertain event data and event logs. We can distinguish two different types
of uncertainty [279]:

— Strong uncertainty: the possible values of the attributes are known, but the
probability that the attribute takes a certain instantiation is unknown or cannot
be observed.

— Weak uncertainty: both the possible values of an attribute and their respective
probabilities are known.

Several researchers have tried to define uncertainty in more precise way and identify
its different types and dimensions. We present in Table 4.1 an non exhaustive list of un-
certainty definitions from different domains (mathematics, Information systems, process
mining, and psychology...).

With the emergence of Big data, Internet of Things, the need to handle uncertainty
is becoming more insistent. In fact, uncertainty exists in every phase of "big" data
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Uncertainty definition References
A part of Incompleteness which is product of
Errors, it is a specific type of Vagueness

[269] [270]

The basic part of ignorance. Uncertainty is
a property that results from a lack of infor-
mation about the world for deciding if the
statement is true or false

[271]

Uncertainty relates to the content of value of
information. It is a lack of the truth or the
confidence of information

[272]

The lack of available information about the
state of the world for determining if a clas-
sical statement (which can only be true or
false) is actually true or false

[273]

Uncertainty can be identified with three ba-
sic types : non specificity, strife and fuzziness

[274]

Uncertainty is to understand the circum-
stances under which each of the inconsistent
propositions can appear to be warranted and
yet turn out to be false

[275]

Lack of knowledge, bias and psychological
perception

[276] [277]
[278]

An explicit absence of trustworthiness [37] [279]
The psychological perception that creates
fear and the motivation of communication

[280] [281]

Table 4.1 – Definitions and types of uncertainty

learning, "big" data analysis, and in machine learning application. This uncertainty can
result either from the data collection phase (due to environmental conditions or sampling
issues,...), or the learning phase when using [10]:

— Low value data : when using data sets unrelated to the current problem for
example.

— Low veracity data : when using data sets that contains uncertain and/or incom-
plete data.

As we can see in figure 4.2 and figure 4.1 , to tackle uncertainty and facilitate the
process of decision making under uncertainty, fuzzy logic is considered as an approach
that can efficiently handle vagueness and imprecision that are difficult to manage and/or
to model.

4.2 Proposed Approach
We apply this approach on the same case study we have presented in details in chapter

3. The global business process of this case study is simple but it represents several hard
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Figure 4.1 – Handling uncertainty with machine learning [10]

Figure 4.2 – Uncertainty measuring approaches in ’big’ data [10]

functional constraints such as: real-time data analysis and the obligation to maintain
limited resources for the viability of the business. An instance of this process is handled
by one agent (from end-to-end). That is why, we focus on estimating the priority of the
whole instance instead of the different tasks of this business process.

This Section provides details about our proposed approach. Our goal is to efficiently
mitigate uncertainty and manage the communication between events received from IoT
devices and business process instances using Fuzzy Logic, which provides a process for
formulating the mapping from inputs to output through a Fuzzy Logic system.

Our augmented BPM through Fuzzy logic in an IoT-BPM architecture is composed
of three main layers: (i) The Edge/Fog based IoT Layer which ensures incident data
acquisition and filtering. We use a message broker to facilitate the communication and
data exchange between the IoT layer (source) and the Fuzzy Inference System (target).
Message broker is responsible for routing, storing, retrieving and transforming the infor-
mation. (ii) The control layer is decomposed into a series of two FIS, where the output
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Figure 4.3 – IoT-BPM Architecture for priority-based event management through FIS

of the first FIS is one of the inputs of the second FIS. These two FIS are used here as
a decision-making technique to ensure the processing of the IoT generated events, based
on several criteria, in order to determine the criticality level of each event source (FIS
1) and then the priority level of those generated events (FIS 2) and their triggered busi-
ness process instances. (iii) The BPM layer used to coordinate the execution of business
process instances and the resource allocation, taking into consideration the priority levels
previously determined by our FIS layer. The communication between the control layer
and BPM layer is ensured through an application programming interface (API) (see Fig-
ure. 4.3). In this approach, we focus only on the implementation of the control layer, as
it represents the core phase of our architecture.

4.2.1 Definitions related to uncertainty mining/Fuzzy logics

As we saw in the previous sections, Zadeh proposed Fuzzy logic as a methodology
to model human experience and human behavior in decision-making process, in order to
represent uncertainty, imprecision and provide a formal approach to deal with the intrinsic
inaccuracy of several problems. This concept is characterized by [282]:

Fuzzy Sets: represent objects collection, which is characterized by a membership
function. The membership function is a type variable, which uses words instead of num-
bers to represent its knowledge in fuzzy systems that express the statement of conditional
rules.

Linguistic variables: are parameters that allow the representation of numerical
values with fuzzy sets. They are used to control the system and to show its performance.
They are divided into levels.

Fuzzy Operations: are the same operations in classical sets, which are union, inter-
section, containment, and complement.

Fuzzy If-Then rules: Fuzzy rules consist of three parts antecedent, fuzzy proposi-
tion, and consequence. The fuzzy if-then rule expressed in the following statement:

if x1 is A and/or x2 is B then x3=C. where, A, B, C are linguistic values, and x1,x2,x3
are linguistic variables.
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Fuzzy Inference System (FIS): is the regrouping of fuzzy rules, the linguistic vari-
ables of membership functions and fuzzy reasoning. The FIS is designed for constructing
complex and nonlinear relationships between the input and output. There are many FIS
used in applications such as Mamdani, Tsukamoto, and Sugeno [283]. The difference
between these types of FIS is in the aggregation and defuzzification processes.

According to [284] , the fuzzy processing procedure is realized in four important steps,
including Fuzzification, Fuzzy If-Then rule, Aggregation, and Defuzzification. This pro-
cess is represented as follows:

— Define the input (Problem identification) and the output (Interpretation and ver-
ification) of the system.

— Select the type of input and output membership functions (MFs).
— Convert the input numerical values into linguistic variables (levels) using MFs, this

step called Fuzzification.
— Define the IF-THEN rules and apply them to the fuzzy input parameters.
— Use Defuzzification to convert fuzzy values to numerical values as the output.
Fuzzification: is the first step for fuzzy modeling. It represents the process of trans-

forming a crisp or real value into fuzzy sets by using membership functions. In this step,
the crisp input values are transformed into linguistic variables.

Fuzzy If-Then rule: Fuzzy rules consist of three parts, antecedent, fuzzy operation,
and consequence. For example: if x1 is A and/or x2 is B then x3=C. where, A, B, C are
linguistic values, and x1, x2, x3 are linguistic variables.

Aggregation: is the combination of the output of every rule into one fuzzy set before
the defuzzification step.

Defuzzification: is the process of converting a fuzzy output of a FIS into a crisp
output.

4.2.2 Formulation of BP uncertainty problem

Our fuzzy system is divided into two Fuzzy Logic Systems, the first one is for the
Patient Criticality Level determination and the second one is for the Event Priority Level
determination. Each system consists of four important steps including Fuzzification, If-
Then rules, Aggregation, and Defuzzification. Figure 4.4 describes different blocks di-
agram of FIS for Patient Criticality Level and Event Priority Level determination re-
spectively. More details about these two Fuzzy Inference systems are presented in the
following sub-sections.

4.2.3 Business process instance criticality fuzzy selection

Inputs and output of FIS 1

For modeling the control system, the first FIS (FIS 1) has two fuzzy parameters as
inputs: Patient Status and Device Reliability Level.

+ The Patient Status parameter represents all the characteristics of a specific pa-
tient. It contains:

— Room location of the patient.
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Figure 4.4 – Fuzzy Inference System (FIS) for Criticality Patient Level and Event Priority
Level determination

— Event Id: represents the identification of each event.
— Emergency level of the previous fall: presents the level of emergency of the

previous fall.
— Duration of the previous fall: represents the number of days between the

current and the previous critical fall.
— Repetitive faller: represents if the patient is considered as repetitive faller or

not. Several studies have been conducted in the field of silver economy, in order
to determine a standard definition of a fall and the number of falls over a specific
period to consider a person as a repetitive case. In [262] [263] [264] [265] [261] a
fall represents ”an unintentional change in position resulting in coming to rest at
a lower level or on the ground”. To characterize the repetitive aspect of a fall, we
must determine the number of falls and the time interval between falls. As we have
seen in Table 3.3, in chapter 3, the majority of published studies consider at least
two falls to retain repetitive character, with an interval between two falls ranging
from 6 to 12 months on average.

— Patient Score: represents a weighted mean calculated for each patient based on
his/her several previous falls of levels 2 and 3 only.

+ The Device Reliability Level parameter, presents all features of the device: its
identification, location, date of the first use, a total of false alerts ranged from 2015 to
2018 and whether the device has been changed or not since its first use. This reliability
level is determined based on the state of each device. In fact, The state of the device
deteriorates with time, so the device can either generate a lot of false alerts or not detect
the real ones.

The FIS 1 is characterized also by one output parameter, which is the chance value
of Patient Criticality Level. The Patient Criticality Level output refers to the criticality
level of each patient that generates an event at a time slot t.

The numerical values of these inputs are converted into linguistic variables using mem-
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bership functions during Fuzzification step.
Membership Functions

The fuzzy parameter that describes the Patient Status input is illustrated in figure 4.5.
The linguistic values for this fuzzy set are Low, Average, Serious and Very Serious.

Figure 4.5 – Membership functions for patient status input

The second fuzzy input parameter is the Device Reliability level. The fuzzy parameter
that describes this input is illustrated in Figure 4.6. The linguistic values for this linguistic
variable are Low, Medium, High and Very High.

The output of the first FIS is Patient Criticality Level. The fuzzy parameter that illus-
trates this output is described in Figure 4.7 This output is divided into four membership
functions as follows: Low, Average, Serious and Very Serious.

The memberships functions of all inputs and output are represented by triangular
membership functions because this type is most frequently used and give better results
[285]. For the defuzzification process, we have used here the method of the Center of
Area (CoA) [286], called also the Center of Gravity (CoG) method. The concept of this
method is that the fuzzy controller calculates the range of the output variable and within
the area under the scaled membership functions as described in equation (4.1).

CoA =

∫
b

a
µA(x)x dx

∫
b

a
µA(x) dx

(4.1)

Where, x is the value of the linguistic variable, and a and b represent the range of the
linguistic variable.
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Figure 4.6 – Membership functions for device reliability level input

Fuzzy If-Then rules

The chance values (Patient Criticality Level) is accomplished by using predefined
fuzzy if-then rules to handle the uncertainty. We have two inputs, each divided into four
linguistic variables, thus we obtain 2

4=16 possible chance values as shown in table 4.2.
The defuzzification step uses these values to obtain crisp output values.

4.2.4 Business process instance priority fuzzy inference

The second FIS modeling follows the same steps of FIS 1modeling as discussed above:
Fuzzification, Fuzzy rules, and Defuzzification.

Inputs and output of FIS 2

The second FIS has two fuzzy input parameters: Patient Criticality Level, which is
the output of the first FIS and Event Type, and one output which is the Event Priority
Level:

— Event Type input represents the type of the last event generated by the device in
question. These events could either be false alerts or true alerts.

— Event Priority Level output is used to choose between two or more events that
will trigger two or more business process instances. Those instances may need the
same resources at the same time (in case of limited (human) resources). The event
with the lowest priority must wait for the resource occupied by executing the event
with the highest priority.
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Figure 4.7 – Membership functions for Patient Criticality Level output

Table 4.2 – FIS1 If-Then rules for Criticality Patient Level Selection

Rules Number Patient Status Device Reliability level Criticality Patient Level
1 Low Low Low
2 Average Low Low
3 Serious Low Average
4 VerySerious Low Serious
5 Low Medium Low
6 Average Medium Average
7 Serious Medium Serious
8 VerySerious Medium VerySerious
9 Low High Low
10 Average High Average
11 Serious High Serious
12 VerySerious High VerySerious
13 Low VeryHigh Low
14 Average VeryHigh Average
15 Serious VeryHigh Serious
16 VerySerious VeryHigh VerySerious

Membership Functions

The fuzzy parameter that describes the Patient Criticality Level input is illustrated
in Figure 4.8. The linguistic values for this fuzzy set are Low, Average, serious and Very
serious.
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Figure 4.8 – Membership functions for Patient Criticality Level input

The second fuzzy input parameter is the Event Type. The fuzzy parameter that
describes this input is described in Figure 4.9. The linguistic values for this linguistic
variable are True and False.

Figure 4.9 – Membership functions for Event Type input

The output of the second FIS is Event Priority Level. The fuzzy parameter that
illustrates this output is represented in Figure 4.10.

This output is divided into eight membership functions as follows: Very Low (VL),
Low (L), Little Average (LA), High Average (HA), Serious (S), High Serious (HS) and
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Figure 4.10 – Membership functions for Event Priority Level output

Very Serious (VS).

Fuzzy If-Then rules

According to the number of inputs and the number of linguistic variables for each input
(2x4) 8 rules are determined. The chance values (Event Priority Level) are accomplished
by using predefined fuzzy If-Then rules to handle the uncertainty as shown in table 4.3.

Table 4.3 – FIS2 If-Then rules for Event Priority Level Selection

Rules Number Criticality Patient Level Event Type Event Priority Level
1 Low False VeryLow
2 Low True Low
3 Average False LittleAverage
4 Average True HighAverage
5 Serious False Average
6 Serious True HighSerious
7 VerySerious False Serious
8 VerySerious True VerySerious
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4.3 Validation

In this section, we present the results from our experiments, in order to demonstrate
the effectiveness of our fuzzy logic based approach. In order to be able to compare the
two approaches we proposed, we have used the same case study with the same process
and the same data set.

4.3.1 Simulation settings

The performance of our proposed approach is evaluated using MATLAB. The fuzzy
logic toolbox allows users to create Fuzzy inference for estimating conclusions problems.
The simulation of our system is built through the Graphical User Interface (GUI) Tools
using five GUI tools that are being executed to have simulations for the input and output:
building, editing FIS, Membership function, Rules, and reviewing Rule and surface.

In order to achieve our goal which is the estimation of business process instances
priority through the estimation of the criticality level of the events that trigger those
instances, we used two Fuzzy Inference Systems. The first FIS is dedicated to determining
the Patient Criticality Level, and the second FIS is dedicated to determining the event
priority level based on the result of the first FIS. We worked with two datasets as input
for the Fuzzy Inference System: the first dataset is an event log from our business process,
the second dataset contains IoT-device characteristics.

4.3.2 Simulation Scenario Description

To evaluate our proposed approach, we analyzed our historical data of each event
source (IoT device in each patient room) and discuss several cases to estimate the priority
level of each received event. To this end, we choose eleven different patients with different
IoT device in eleven different rooms. We report four cases of simulation to observe the
Event Priority Level in different situations (Low, Average, Serious and Very serious):

Case 1: Low patient status (i.e. a patient considered as a non-critical case) and Low
device reliability level.

Case 2: Very Serious patient status (i.e. a patient considered as a very critical case)
and Very High device reliability level.

Case 3: Low Patient Criticality Level and False event type (i.e. if the event was
generated by a device with Low reliability level).

Case 4: Very Serious Patient Criticality Level and true event type (i.e. if the event
was generated by a device with High reliability level).

4.3.3 Analysis and discussion

Case 1: If (Patient status is Low) and (device reliability level is Low) then the Patient
Criticality Level is Low. For example, if the value of the patient status is low (138000),
and the device reliability level is low (297), then the Patient Criticality Level is 102 (See
Figure. 4.11). In this case, the Patient Criticality Level is also Low, it can be explained
that the patient status is non-critical.
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Figure 4.11 – Rule viewer for Case 1

Case 2: If (Patient status is Very Serious) and (device reliability level is Very High
) then Patient Criticality Level is Very Serious. For example, if the value of the patient
status is Very Serious (319000), and the device reliability level is Very High (8810), then
the Patient Criticality Level is 458. In this case, the Patient Criticality Level is Very
Serious, which signifies that the patient status is more critical (See Figure. 4.12).

Figure 4.12 – Rule viewer for Case 2

Case 3: If (Patient Criticality Level is Low) and (event type is False ) then the Event
Priority Level is low. For example, if the value of the Patient Criticality Level is Low
(29,8), and the event type is True (0.123), then the priority level is 116. In this case, the
priority level is Low, which means that the patient status is non-critical and has the lower
priority level (See Figure. 4.13).

Figure 4.13 – Rule viewer for Case 3

Case 4: If (Patient Criticality Level is Very Serious) and (event type is True) then
Event Priority Level is Very Serious. For example, if the value of the Patient Criticality
Level is Very Serious (456), and the Event Type is True (0.959), then the priority level is
423. In this case, the priority level is Very Serious, which means that this patient status
is more critical and has the highest priority level (See Figure. 4.14).

As we can see in Figure 4.15, the patients that we have randomly chosen for this
simulation (represented in the figure by the ID of the events generated by their devices)
have almost the same score value (2.5), except the patient with event Id (313671) which is
considered as a less critical patient (belongs to cluster 2 which is given here for comparison
purposes). However, those ten patients do not have the same criticality level. So, it is
important to efficiently manage the criticality levels of each patient even when the device
reliability level is low (until this device is changed). As we can see the criticality level
values fall into the range of [65, 500]. We divide the range into 3 parts. The first part is
when the criticality is greater than 400. It corresponds to the highest criticality level. In
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Figure 4.14 – Rule viewer for Case 4

this situation, the events are marked with a higher priority level. Then, if the criticality
is less than 100. we say that it is at the lower criticality level. Finally, medium criticality
level corresponds to criticality values, which is between [100, 400].

Figure 4.15 – Patients Score.

There are 3 important points to consider in Figures (4.15, 4.16). The first point is that
the score all alone is not enough to determine the criticality/priority level of an event, due
to the classification uncertainty as we have discussed in the previous chapter (See Figure
(4.15)). For example, the event Id (264787) has the same patient score compared to other
events (See Table 4.4), but it has the lower level of criticality and lower event priority.
The second point is that the events generated by patients with the highest criticality level,
have the highest priority level, as we can see for the event Id (313679). The third point
is that the events generated by patients with close values of criticality level have finally
different priority level. If we take, for example, the events with Id (264779) and (173771)
they are both generated from two different patients with approximately the same criti-
cality level (64,81) and (64,69) respectively. However, they have different priority levels
(162,45) and (93,81) respectively.

In our previous work [29] [57], that we have explained in more details in chapter 3,
the criticality level was estimated using the score value to create clusters of priority (with
K-Means algorithm for clustering). As explained before, we have obtained four clusters
with the K-means algorithm based on the score of each patient calculated using the total
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Figure 4.16 – Event Priority Level vs Patient Criticality Level.

number of his/her falls, taking into consideration level 2 and 3 only. So the patients in
the same cluster have the same profile and then the same criticality/priority level.

The Event Priority Level is estimated based on the criticality level of the patient
(source) that generates this event. With the clustering-based approach, there is a bijec-
tion between criticality levels and priority levels. As described in chapter 3, two scenarios
were encountered when applying this approach: (i) the patients belong to different clus-
ters. (ii) both patients belong to the same cluster. The subtle difference between the
criticality level in the second scenario generates uncertainty regarding their priority level
determination (See table 4.4). As we can see in this table, the patients belong to the
same cluster (Cluster 3) in spite of their different scores, and in this case their generated
events will have eventually the same priority level. However, with our fuzzy logic based
approach, we have managed to mitigate this level of uncertainty (See Figure 4.16).

When using fuzzy logic, the decision-making process for determining criticality/priority
level is based on multicriteria (Status patient, events type, etc), which are represented by
linguistic variables and is based also on uncertainty management problem in the case of
the events that have the same characteristics (score). The whole decision-making process
in Fuzzy Logic is inspired by human reasoning. While the k-means method is based on
the partition of n observations into k cluster for making decision. This algorithm works
by choosing k initial cluster centers and then assigns every data point to the nearest clus-
ter (based on distance) based on the provided features that define the resulting clusters
(based on feature similarity), see in table 4.5.

The simulation results prove that the integration of Fuzzy Logic in the IoT-BPM ar-
chitecture has been advantageous for the priority-based event management. From the
results above, we can consider that the performance of the proposed architecture, at this
step, has been achieved. The highest priority level is assigned to the highest criticality
level (i.e a critical patient). Thus, it has a positive impact on managing these events and
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Table 4.4 – Event Id and Clusters of patient with the same profile based on their score
value

Event Id Patient Id Patient
Score

Patient
Criticality
level

Event Priority
level

Patient
Cluster

313671 70 1.4875 66.66 94.86 Cluster 2
313679 49 2.4979 449.90 305.71 Cluster 3
313677 31 2.4875 123.02 215.41 Cluster 3
264787 21 2.4875 64.69 93.81 Cluster 3
313663 27 2.4987 70.70 163.36 Cluster 3
313647 29 2.4875 64.69 162.37 Cluster 3
264779 30 2.4937 64.81 162.45 Cluster 3
264775 19 2.4995 71.28 97.16 Cluster 3
264774 16 2.4975 67.88 165.19 Cluster 3
264763 12 2.4986 70.70 165.52 Cluster 3
173771 22 2.4989 64.69 93.81 Cluster 3

on reducing the waiting time of some critical cases, especially when the organization has
a limited number of human resources.

Both methods have advantages and disadvantages. In fact, K-means is considered as
an easy to implement algorithm that gives easy to interpret results. However, it can be
difficult to predict the K value; besides, the initial inputs (k, features, order of the data,
data set quality, tidiness, etc.) have a huge impact on the final clustering results. The
same thing applies to fuzzy logic. In fact, it is characterized by its flexibility. However, in
a high-complex system, the use of fuzzy logic becomes an obstacle to verify the reliability
of the system.

4.3.4 Complexity analysis

The computational complexity of the fuzzy logic method is presented as follows:
O(Nrule Ndim), where Nrule is the number of fuzzy rules and Ndim is the number of
dimensions of the input [287]. In our case, FIS1 uses 2 inputs and 16 rules; the complex-
ity is on the order of 32. In addition, FIS2 uses 2 inputs and 8 rules, the complexity is
of the order of 16. Thus, the computational complexity of the Fuzzy Inference System
is the sum of the complexity of FIS1 and FIS2 and is on the order of 48, the running
time of the algorithm for n iterations is O(n). For the K-means method, computational
complexity is expressed as O (n2), where n is the input data size. Therefore, its perfor-
mance is directly proportional to the square of the size of the data set used as input.
Generally, K-means performance deteriorates when using very large data sets. With this
computational complexity, K-means can be seen as a greedy algorithm [288]. Improving
the computational complexity of the K-means algorithms is basically linked to the initial
inputs (selecting of better initial centroids, choosing an effective number of clusters, etc.),
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Table 4.5 – Comparison: Fuzzy Logic Vs K-Means

Fuzzy Logic K-Means

Uncertainty-based decisions Clustering-based decisions

Human reasoning: inspired by
the processes of human percep-
tion and cognition

Based on distance (Euclidean dis-
tance or Manhattan distance): to
identify the set of objects with
similar characteristics

Linguistic Variables Features

Building decisions using multicri-
teria

Building decisions through parti-
tioning n observations into k clus-
ters

and to the execution conditions (using parallel and distributed execution environment,
reducing the number of scans over the data set, especially for very large data sets, etc.).
As we can see, the fuzzy logic method offers a lower computational complexity in our case
compared to the K-means algorithms.

4.4 Conclusion

The Internet of Things (IoT) world is growing at a breathtaking pace. This new
paradigm shift affects all layers of enterprise architecture, from infrastructure to business.
Organizations today face new challenges to maintain their quality of service and compet-
itive advantage over other rival organizations. Business Process Management (BPM) is
a field that, among others, will be affected by this new technology. Both the IoT and
the BPM communicate through events, and effective and efficient management of those
events ensures a better communication channel between the IoT physical layer and the
Business layer. However, the huge amount of those IoT generated events and sometimes
the subtle difference between their criticality level generate uncertainty regarding their
priority level determination.

In this chapter, we presented an IoT-BPM architecture to ensure effective communi-
cation between the IoT layer and the BPM layer through event management by handling
uncertainty using a Fuzzy Inference System. This approach is based on the integration
of a fuzzy inference system to determine the criticality level of the events generated by
IoT on the one hand (FIS 1), and the priority level of the instances of the business pro-
cess triggered by those events on the other hand (FIS 2). The main advantage of this
approach is that the Fuzzy logic allows us to handle the degree of uncertainty regarding
the criticality/priority level of the events generated by some sources that may have the
same characteristics. This proposed approach can be applied for (IoT) generated events
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triggering any other entity not only business processes, for example, telecommunication
application for management services, or any system that deals with concurrent access to
shared resources (human and/or machine) where priority/criticality level determination
is important for the viability of the business.
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Chapter 5

IoT - BPM Integration Architecture
Towards an Augmented BPM

Always look back and learn, look
forward and walk and keep learning.

Samuel Butler

As we have seen throughout the chapters of this thesis, BPM is a well-established
discipline in both academia and industry. BPM already provides different methods and
solutions to manage and analyze data and event data. Among these methods, we have
Business Process Intelligence (BPI). In fact, BPI systems provide solutions to enhance
decision making throughout a wide range of business activities, by analyzing, predicting,
monitoring, controlling, and optimizing business processes [289]. Although BPI has proven
to be efficient for post-execution prediction of future process behavior, it is unable to
manage and process large amounts of real-time data and events generated from different
sources [290]. This becomes more difficult when IoT devices are integrated into a BPM
architecture. Another solution provided by the BPM field when dealing with real-time
event data is Business Activity Monitoring (BAM). In fact, BAM is used to analyze data
related to activities that have been executed. It complements ex-post analysis of process
execution by continuously identifying specific situations at run-time and responding to
them by triggering specific actions [291]. However, this technology remains less effective
in use cases that include IoT-generated events. The limitations of traditional BAM in
IoT case studies can be seen from two aspects: prediction and proactivity. The first
aspect is manifested in the identification of complex event correlation [292] . In fact, by
sensing their environment, IoT devices generate a massive volume of event data that need
to be processed and analyzed to extract useful information and detect (complex) event
patterns in real time. However, traditional BAM does not provide rule-based engines. This
limitation becomes more apparent when events are generated from diverse data sources,
because BAM lacks the flexibility to integrate multiple heterogeneous data sources [290]
[293] [294]. The second aspect is related to the absence of proactivity in BAM solutions.
In fact, using BAM in reactive way is no longer sufficient, especially when we have this
huge amount of real life data and events.
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In a business environment where every single event is important and need to be pro-
cessed, Event Driven Architecture (EDA) needs to be adopted. Now with the emergence
of IoT, events are becoming increasingly important for current information systems (SI),
especially for organizations that integrate IoT devices and sensors in their business op-
erations (video surveillance, health care, etc.). EDA is the successor of Service-Oriented
Architecture (SOA). The idea behind this paradigm is that everything is an event, and all
the different components of this architecture interact with each other through events. In
this architecture, each component is either an event consumer or an event provider. Event
consumers subscribe to an intermediate event handler, and providers publish to that han-
dler. When the event handler receives an event from a provider, the handler forwards it
to the consumer [295]. The difference between EDA and SOA is that SOA is based on
the "request/response" concept where the consumer of the service sends a request to the
producer and the producer sends a response that contains either the result or feedback.
While EDA is based on the "publish/subscribe" concept where the communication pat-
tern between the consumer and the provider is reversed. Therefore, in this architecture,
consumers do not start the communication channel, but receive events published by event
providers, which means that communication is done in a unidirectional way [296].

The main interest of the EDA is to manage events and data of a real-time process in
an efficient way. This message-driven architecture enables the introduction of a higher
level of event processing using the Complex Event Processing (CEP) engine. CEP is used
to exploit and correlate large event streams generated by heterogeneous data sources in
order to produce useful information.

5.1 Augmented Event-Driven Business Process Man-
agement

Although the Internet of Things is becoming the hot spot area for technological in-
novations and economic development promises for many industries and services, it is still
in its infant stage. During the last years, both academic and industrial worlds have been
interested in this field and its integration with other domains. However, there is still a
lot of research work to do to propose methodologies, design models, and architectures
in order to ensure an efficient and smooth integration and bidirectional communication
between the IoT field and other fields. BPM is a field, among others, that started to be
affected by this new technology. However, dealing with events in the BPM field is not
recent. The concept of Event-Driven Business Process Management (EDBPM) represents
an enhancement of Business Process Management, by including other concepts such as
SOA (Service Oriented Architecture), EDA (Event-Driven Architecture), SaaS (Software
as a Service), BAM (Business Activity Monitoring), and CEP (Complex Event Process-
ing) [297]. This concept was first used in 2003 in a white paper by Bruce Silver Associates
in connection with the FileNet P8-BPM platform [298]. The idea behind EDBPM was
limited to a single event processing because the concept of CEP was not well known back
then. So, early applications of EDBPM focused mainly on business process monitoring
and Key Performance Indicators (KPIs), or metrics measurement [299]. Despite the fact
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that the concept of CEP was used for the first time in 2002 by David Luckham in his
book "the power of events" [300]. It was until 2007 that an integration of CEP into the
BPM field was considered for the first time [301]. The integration of CEP technology into
BPM is then known as EDBPM [302] [292].

Recently, the EDBPM research area has been growing significantly again due to the
omnipresence of IoT devices. We find applications that integrate IoT, CEP, and (ED)BPM
in several research areas and business sectors such as healthcare, logistics, manufacturing,
banking, smart cities/homes, cultural heritage, agriculture, etc. ([303], [304], [305], [306]).

5.2 Why Complex Event Processing - CEP?

To understand the reason behind using Complex Event Processing in this contribution,
we need first to present a list of terms and definitions that are going to be used throughout
this chapter.

5.2.1 Conceptual Background

Event

An event, also called atomic event is an instantaneous record of an activity in a
system [307] at a point in time, and represents any change that occurs or will occur in
this system. Whereas a complex event is a set of events that are related to each other
by event operators such as aggregation, causality, semantic or time [308]. The field of
CEP aims to address several issues related to events such as event filtering, routing,
transformation, and also detecting complex events while processing atomic events and
using predefined event patterns [309].

Complex Event Processing

Complex event processing is a widely used technology; it becomes an increasingly ac-
tive research field [310] especially with the popularity of "publish/subscribe" systems in
1997, as we have seen in the beginning of this chapter [311]. Complex Event Process-
ing represents a set of methods, techniques, and tools to process events as they occur.
The objective of this concept is to process and analyze events generated from different
sources in order to extract useful information [312] [313]. CEP is widely used to detect
and deal with different business anomalies, threats, and opportunities [312] by analyzing
event streams instead of traditional static data stored in databases. CEP engines provide
the scalability and (near) real-time processing to filter, combine, and extract actionable
knowledge, known as situation of interest, from a stream of events (see Figure 5.1).

CEP Engine and Rules Engine

In an event processing context, CEP engines are used to filter events, aggregate them,
and drive valuable knowledge from them.
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Figure 5.1 – CEP basic architecture

As we have seen before, CEP is based on the publish/subscribe concept. Publish/subscribe
systems processes inbound events without taking into account the history of events al-
ready received. However, CEP systems are used to overcome this limitation. In fact, CEP
systems are considered as a potent extension of traditional publish/subscribe systems [26].
A complex situation of interest can be easily expressed using CEP engines and rules.
For example, in our case study, queries such as: prioritize a case if the patient has some
particular needs (Wheelchair, walker, etc) or trigger an alert if the patient is a recidivist
faller.

The strength of CEP is basically based on the concept of rules and operators. CEP
engines are mainly based on a set of rules provided by a rule engine. A rule engine
represents a part of a CEP engine that generates rule models. These rules are used to
create and/or modify business logic in a Business Process Management System (BPMS)
[314] for example. CEP rules are based on CEP operators. Among these operators we
have: aggregation operators, sequencing operators, logic operators, single-item operators,
windowing operators, and flow management operators. A combination of two types of
languages allows to express CEP rules [26]:

— Declarative Languages: this type of language is a derivative of languages such as
SQL and relational algebra [315]. This extension is created by adding some ad-hoc
operators in order to support stream-specific operations. For example, sequencing
and time window constraints. Declarative languages are very useful for users who
want to express exactly their specifications (what they want).

— Pattern-based Languages: this type of language is used to express the condi-
tions of rules using complex patterns. These patterns could integrate operators
such as logical, timing, and sequencing operators.

Most of the time, these rules are manually predefined by domain experts, and then
in in CEP systems such as Esper 6, Siddhi 7, FlinkCEP 8, or Oracle. Since defining these
rules manually can be error prone and time consuming, there are many recent approaches
that propose an automatic CEP rule learning and generation [312] [316] [317] [318] [26].
However, automatic CEP rules learning and generation is beyond the scope of our work
in this thesis.

6. https://www.espertech.com/esper/
7. http://siddhi.sourceforge.net/
8. https://nightlies.apache.org/flink/flink-docs-release-1.14/docs/libs/cep/
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A CEP engine provides several functionalities:
— Event-pattern detection
— Event filtering
— Event-relationships detection
— Event aggregation and transformation
— Modeling event hierarchies
We have based our approach on event pattern detection. From our stream of received

events, we must trigger an alert if an event has the characteristics of a serious incident or
anomaly.

5.3 Proposed Approach

Event-driven business process management is adapted mainly in organizations that
have a real-time based activities that involve some sensors or IoT devices that collect data
and generate new events by sensing their environment [57]. However, a real-time system
must have three main characteristics to ensure better functioning within any organization
[319]: 1) High availability, 2) Low latency and 3) Horizontal scalability. These three
characteristics are mandatory for efficient and real-time scheduling and event management
in BPM. So in order to ensure a (near) real-time priority-based business process instances
management, we resort to an integration of four concepts: IoT (to sense the environment),
CEP (to detect situations of interest, since it is considered as the standard course for
real-time analysis and situation detection [320]), Machine Learning (to analyze our data,
find patterns in it and then make predictions, to facilitate decision making) and BPM (to
manage our business processes). The idea behind this integrated quaternity of technologies
(see Figure 5.2) is: 1- to accompany data an event explosion resulting from IoT, 2-
to examine large data sets in order to uncover hidden patterns, unknown correlations
between collected events, either at a very technical level (incident/anomaly detection,
predictive maintenance) or at business level (customer preferences, market trends, revenue
opportunities), 3- to capitalize business value from the data generated by IoT sensors, 4- to
provide improved operational efficiency, better customer service, competitive advantages
over rival organizations.

A critical use case for IoT is to alert organizations when a product or service is at risk.
Early detection is essential to remedy the problem before it becomes a real issue or to
quickly perform a clean-up when a failure occurs [321]. Therefore, to turn this conceptual
integrated quaternity of technologies into a concrete reality, we propose an end-to-end
IoT-BPM architecture, that we have named IoDEP (IoT-Data-Event-Process). This in-
tegration architecture follows Haze Architecture and Cascading Analytics incarnated by
a DIKW (Data Information Knowledge Wisdom) discovery pattern crossing the archi-
tecture from the device and then Fog/Edge to the cloud, and a learning feedback loop
that feeds forward insights to adjust either Fog/Edge or device algorithms as described in
Figure 1.2 in chapter 1. As we have seen throughout the chapters of this thesis, IoT-BPM
integration involves bidirectional communication. It is possible to acquire data/event
from sensors (e.g., monitor and control IoT devices) to manage business process instances
and to send instructions to those devices (e.g., reset, adjustment, or shut them down).
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Figure 5.2 – Quaternity view of BPM, IoT, Machine learning and CEP

One of the requirements of our proposed architecture is scalability without imposing an
architecture redesign. That is the reason behind using Haze Architecture and Cascading
Architecture, as it ensures fluidity and dynamism.

5.3.1 Research Design/Modeling Methodology

As we said previously, to handle the challenges faced by BPM when dealing with IoT
objects (see Chapter 1), IoT and BPM need to meet in the middle. The incorporation
of two heavy paradigms, such as IoT and BPM, generates, without a doubt, a modeling
methodology issue. This issue becomes more complicated when this integration involves
other technologies. There are three types of modeling methodologies: 1- The Top-down
approach, 2- The Bottom-up approach, 3- and The Meet-in the-middle approach. We
propose in this approach a meet-in-the-middle methodology, to facilitate the integration
of IoT and BPM. In fact, the meet-in-the-middle approach is considered as a method of
refinement going alternately from top to bottom to bottom to top. The combination of
deductive and inductive iterative sprints in this approach allows reuse/mutualization and
disruptive thinking. In this contribution, we propose the integration of IoT and BPM via
an end-to-end architecture, aiming to provide a meet-in-the-middle environment. This
environment is capable of capturing data and events from IoT sensors when they are
sensing their environment, creating actionable and useful knowledge, and allowing this
knowledge to be used in the business layer through business processes.

5.3.2 Functional Requirements

Business processes are supposed to run smoothly in different business situations and
contexts. This constantly changing environment requires business processes that can be
easily adapted to the appropriate action to be taken. However, without being coupled
to other technologies, business processes are still deficient regarding the critical ability to
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provide assistance to their users, due to the lack of two important aspects (as we have
seen in Chapter 1) :

— Context-awareness : The emergence or even omnipresence of IoT solutions in
different businesses forces organizations to adapt their processes to a high level
of connectivity. Context-awareness is a fundamental characteristic of ubiquitous
computing [64], and it is the key to benefit from the raw data collected by sensors,
as it allows storing contextual information related to these raw data and deciding
which data should be processed, to facilitate interpretation [65] especially at the
level of business process.

— Knowledge feedback loop: traditional BPM systems have different limits, as
they do not facilitate the use of knowledge extracted/generated from data by busi-
ness processes after their execution. As a result, a tremendous amount of data
and event data that are constantly collected within the organization are not ex-
ploited to improve business processes. In fact, these data represent for enterprises
a real engine of growth. However, a large amount of raw data is not valuable; data
must go through a whole process to extract value from it. The analysis of large
data helps organizations extract information and then knowledge, because the real
value is how organizations will use these data and turn their organization into an
information-centric company that relies on the insights derived from data analysis
for their decision-making [68].

As we have seen in Chapter 1, incident and supervision management processes are
considered as an event-driven business process. The instances of these processes are,
in some cases, launched by IoT generated events (’Big’ data push paradigm: i.e., data
are triggering processes). To handle incident management in IoT-BPM architecture, the
Information Technology and Infrastructure Library (ITIL) repository has been considered.
In fact, according to ITIL V3 [322], incident management processes are composed of the
following functions:

— Detection / Identification: Detect the incident and identify the first elements
of the classification.

— Registration: Record basic details of the incident and propagate the incident
alert as necessary.

— Categorization: Categorize incidents, assign impact and urgency, and thereby
define priority and match against known errors and problems.

— Prioritization: the incident is prioritized for better utilization of resources and
the Support Staff time

— Investigation and Diagnosis: Assess incident details, collect and analyze all
related information, and resolve (including any workaround) or route to online
support.

— Escalation: Escalate (functionally or hierarchically) where/when necessary.
— Resolution and recovery: Resolve the incident and take recovery actions.
— Closure: When the incident has been resolved, the system should ensure that

the details of the action taken to resolve the incident are concise and readable,
the classification is complete and accurate according to the root cause, and the
resolution/action is achieved.

In addition, the IoT-BPM Architecture of incident management processes integrates
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additional features to achieve the highest levels of IoT maturity. Among those features,
we have :

— Monitoring and Communication : All information, metrics and key perfor-
mance indicators applicable to the incident are assessed, recorded and reported
(time spent on the incident, support actors, date and time of closure, number and
type of reoccurring incidents, average time to achieve incident resolution, percent-
age of incidents resolved at first-line support that meet the Service Level Agree-
ment, etc.).

— Prediction: Predicting an incident before it happens will enable anticipatory
incident management. This may help avoiding the incident by actioning problem
management, or at least, this moves the predicted incident resolution closer to the
incident detection insuring proactive incident management. Thus, by collecting and
combining connected devices/sensors data with historical context data, IoT-BPM
Architecture could provide a wide variety of ad hoc, proactive and anticipatory
incident, anomaly, and problem management.

Table 5.1 represents the functional requirements according to each layer of our pro-
posed architecture.
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P
roposed

A
pproach

IoDEP Architecture
IoDEP Architecture

Front-End
IoDEP Architecture

Back-End
IoDEP Architecture

Continuum
Connected
Device/Sensor
Processing
& Analytics

Fog/Edge
Processing
& Analytics

Cloud Data
Processing
& Analytics

Human
Processes

Learning
Feed

back loop

Incident
Management

Process
Functions

Detection/Identification X X X
Registration X X
Categorization X X X
Prioritization X X
Investigation & Diagnosis X X
Escalation X X
Resolution & Recovery X
Closure X

Table 5.1 – ITIL Incident Management process Functions vs IoDEP Architecture Analysis Matrix
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5.4 Overview of the Layered Architecture
This section provides a high-level overview of the different layers of our proposed

IoDEP architecture. Figure 5.3 presents the layers of our architecture. In fact, the
purpose of this layered architecture is to meet the requirements detailed in the previous
section. Our proposed architecture requires five layers (see figure 5.3). IoT sensing layer or
Edge Layer, IoT sensor data acquisition Layer, Detection, identification and registration
Layer, Categorization and Prioritization Layer, and Cloud layer. In the following, we will
present a detailed explanation of each layer of this architecture.

Figure 5.3 – The architecture layers

5.4.1 The Edge Layer

This layer concerns all IoT sensors and devices, each one of these has a precise role
depending on their environment, location, and the purpose behind their use, such as
hospital, home, geriatric services, retail store, and facilities. IoT devices collect data
and generate new events by sensing their environment, after that, those events could
launch specific business process instances according to the particularities of the detected
situation.

As mentioned above, when dealing with critical use cases, early detection is essential to
remedy the issue before it becomes a real problem or quickly do cleanup when the failure
hits [323]. The time lag between sensing the environment and sending a notification,
a message, or a signal is very critical. In fact, latency is one of the most challenging
requirements for connected IoT devices. One of the most effective solutions to reduce this
lapse of time is to put some computing on the device or at least bring computing near
the device (edge computing).
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Pushing data to the edge eliminates long-distance data transmissions to the cloud,
which reduces network congestion and latency. Edge nodes are endowed with fall detec-
tion capabilities. In fact, these nodes implement several advanced algorithms for image
processing and interpretation ([324], [325], [326]). However, this is outside the scope of
our research work in this thesis. These algorithms allow the automatic detection and
qualification of risky events, following these steps:

— Image Qualification: This step allows us to qualify the captured image of the
camera. Several types of errors are identified at this stage (Error of recovery of the
image, Image of incorrect size, etc.).

— Movement detection: This step allows to identify the movements captured by
the image, and then render the behaviors of these movements. Mathematical
features are identified and extracted from images and videos. Their exploitation
allows us to model the behaviors and the events.

— Movement tracking: This step consists of tracking objects in their attention
zones. Tracking their evolution allows to recognize an abnormal event or behavior
and to make a decision.

— Decision: at this step a decision is made on whether or not to launch an alert,
based on the results of the previous steps.

— Pre-qualification: this step is reinforced with the learning feedback loop, by
learning from past decisions, mainly false alerts. This final step will consider and
exploit the overall context to correct future risk assessments.

At the end of these steps, the detected alerts/events are sent to the cloud. Intercepted
events are queued in order to be qualified by a human resource.

5.4.2 The Fog Layer

When dealing with IoT devices and sensors, the cloud by itself cannot connect, process,
and analyze data from thousands and millions of objects and devices of different type and
nature spread over vast areas. To overcome this issue, Cisco introduced the Fog layer in
2012, in order to offload the cloud through the injection of smart devices into the network
layer to provide limited computational resources at the edge of the device layer [327]. Fog
computing and edge computing seem similar since both consist of bringing intelligence and
processing closer to data creation. However, the location of the intelligence, processing,
and computing power is the key difference between these two layers. Generally, intelligence
and computing power are placed in devices such as Smart Cameras with embedded vision
software (used in our case study). While in the fog layer intelligence and computing
facilities are placed in the local area network (LAN) [328].

In our proposed architecture, the fog layer is dedicated to real-time stream processing
with CEP (see Section 5.2.1).

5.4.3 The Cloud Layer

Both fog and edge computing are extensions of cloud networks. Most enterprises are
already familiar with the cloud, since it is the de facto standard in most industries. The
concept of "cloud" was used in several contexts in the 1990s, but only in 2006 when it
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became associated with the offering of services over the Internet [329]. Cloud computing is
"a model for enabling ubiquitous, convenient, on-demand network access to a shared pool
of configurable computing resources (e.g., networks, servers, storage, applications, and
services) that can be rapidly provisioned and released with minimal management effort or
service provider interaction." [330]. The Cloud layer facilitates storing and accessing data
and programs over the Internet (as a service) rather than on servers of the enterprise, as we
can see in Figure 5.4. In fact, it offers the ability to drastically outgrow an organization’s
normally available storage, without having to host any additional servers. In our IoDEP
architecture, data and intelligence are pushed through layers from edge to cloud in order
to be analyzed and processed. The knowledge produced goes through a learning feedback
loop that feeds forward insight to adjust either Fog/Edge or device algorithms. To produce
this knowledge, we use a machine learning algorithm. We have already presented this
technology in Section 3.2.3 Chapter 3.

5.5 Overview of the front-end and back-end of the Ar-
chitecture

From a front- and back-end perspective, our architecture can be seen as follows:
The IoDEP front-end architecture is composed of two parts:
— Connected Device/Sensor Processing and Analytics: insure acquisition of

incident data, and incident data filtering and simple classifier.
— Fog/Edge Processing and Analytics: insure the following functionalities:

1. incident data processing : Detection of an anomaly incident.
2. incident data analytics : Pattern recognition/correlation/scoring (ad-

vanced supervised time-based analysis algorithms here need smaller training
set, but may need more performance resources like GPU).

3. incident data routing : Transmission of the anomaly information through
an Edge Spooler.

The IoDEP Architecture Back-End is represented by several components insuring
cloud side processing and analytics of incident management:

— Cloud Data Processing and Analytics: insure the following functionalities:
1. incident data routing : Transmission of the anomaly information to the

relevant back-end processing and analytics system – ESB/CEP.
2. incident data analytics and intelligence : Extraction, cleaning and anno-

tation, Integration, aggregation and representation, Modeling and analysis Pat-
tern recognition/correlation/scoring (more sophisticated supervised machine
learning algorithms (e.g. deep learning) may here need big training sets) (Big
Data).

3. incident data processing : Anomaly Human Processes (Human qualification
of the anomaly information) and Enterprise Business Processes (BPMS based
on Big Data analytics), and Interpretation : through on Reporting incident
KPI Scoreboards based on (Data Warehousing and Data visualization).
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5.6 Overview of the application Architecture

In this section, we present a concrete application of our architecture (see Figure 5.4).
The content of the Edge layer can differ from one case study to another. For our case

study, IoT devices were represented by smart cameras that detect falls of patients. In
other contexts, these devices and sensors could be either Smart locks, Fire and smoke
alarms, or smart wristband, etc.

Our Fog layer represents the real-time stream processing layer using CEP technologies.
We propose the use of Apache Flink framework as it facilitates complex event processing
for real-time analysis. Our choice is based on the benchmark that we have conducted (see
Appendix B).

The Enterprise Service Bus layer represents a message broker. It is an integration so-
lution implementing a totally distributed architecture where the applications or services
to be integrated are distributed on different machines or information systems, and its
role is to ensure communication and interoperability between these different applications
whatever their communication protocols. ESB is mostly adapted to asynchronous com-
munications, publish/subscribe messaging, and message queues. Solutions such as Mule
ESB 9, PEtALS 10, JBoss ESB 11, Glassfish ESB 12, or Apache Camel 13 could be used in
this architecture.

Historical data in our architecture are stored in a PostgreSQL database. However,
other Data Base Management System (DBMS) can be used.

For the Business Process Layer, several Business Process management systems can be
used such as Bonitasoft 14 (that we have used in our case), Signavio 15, or Camunda 16.

As an application server, solutions such as Apache Tomcat 17, or WildFly 18 can be
used in this architecture. As a web server to distribute web content, examples such as
Apache Web Server 19 can be integrated into this architecture.

And finally, to communicate the results, a BI Dashboard layer and interactive Dash-
boards can be build using PHP 20, or Shiny 21 R package given that we have used the R
language in our experiments.

This approach has been partially implemented. We did not conduct a proof-of-concept
(POC) validation. That is why we did not present results in this chapter. However, we
have implemented the CEP part; for more details, see Appendix B.

9. https://developer.mulesoft.com/
10. https://petals.linagora.com/
11. https://jbossesb.jboss.org/
12. https://docs.oracle.com/cd/E19182-01/821-0917/6nluh6gq2/index.html
13. https://camel.apache.org/
14. https://fr.bonitasoft.com/
15. https://www.signavio.com/
16. https://camunda.com/
17. https://tomcat.apache.org/
18. https://www.wildfly.org/
19. https://httpd.apache.org/
20. https://www.php.net/
21. https://shiny.rstudio.com/
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Figure 5.4 – IoDEP Applicative Architecture

5.7 Conclusion

As shown in this chapter, integrating IoT and BPM as a step toward augmented
process management that benefits from data and event power is possible via an integrated
architecture (IoDEP). The idea behind this architecture is to manage data and events at
the same time via an integration approach that includes four concepts: IoT (to sense the
environment), CEP (to detect situations of interest since it is considered as the standard
course for real-time analysis and situation detection), Machine Learning (to analyze our
data, find patterns in it, and then make predictions, to facilitate decision making) and
BPM (to manage our business process instances).

We introduced at the beginning of this chapter the reason behind using CEP in our
IoT-BPM communication approach. In fact, this bi-directional communication is es-
tablished through event in one direction and data in another direction. That is why
conducting a data analysis approach with event management can facilitates this commu-
nication/integration. After that we have presented the different functionalities proposed
by this architecture and also the different requirements that should be addressed.
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Throughout the different overviews of our proposed architecture, we argue that our
approach is generic and can be used in multivariate settings, and most importantly in
normal and strict environments where time and priority matter.
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Chapter 6

Conclusion and Perspectives

Puzzles* are sort of like life because
you can mess up and rebuild later,
and you’re likely smarter the next
time around. *(Thesis in this case)

Adam Silvera

Several contributions have emerged from this thesis. We can summarize the research
problem of this thesis through this question: How to exploit data and events in
order to augment Business Process Management? .

6.1 Research Summary

The amount of data produced is growing every year due to the expansion of techno-
logical advances and storage capacities. IoT devices and sensors have already generated
13.6 zettabytes of data in 2019 alone, and it is estimated that a total of 59 zettabytes of
data will be consumed by the end of 2020 and that this will increase to 150 zettabytes by
2025 22. With the SARS-CoV-2 pandemic, this growth has been accelerated due to the
use of digitalized means of communication all over the world (meetings, classes, etc.).

All processes deployed in every organization continue to generate a large amount of
data (log files, event logs), and these data should be exploited and processed in order to
extract the maximum of knowledge, which can subsequently be used to improve business
processes. Data and event data are becoming an ubiquitous source of information. It’s
not surprising that Data science is branching out into all other fields.

Data represent the key ingredient of improvements and paradigm shifts in every do-
main. However, with the omnipresence of the Internet of Things in almost every research
field, we should add events to these ingredients. In fact, data and events are becoming
the core driver of new technologies advancement. As we have explained in Chapter 2,
data have a huge impact on processes and decisions and also on how things are done in
business and applications. As the American computer scientist and Google’s Research

22. https://firstsiteguide.com/big-data-stats/
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Director Peter Norvig said "more data beats better algorithms". That is why data science,
as a multidisciplinary approach, is present in all industries and data-intensive domains.
With the abundance of data, both academic and industrial research environments are
more eager than ever to exploit data in a more predictive and even proactive way rather
than only descriptive way. The idea behind this is to assist human intelligence by de-
tecting situations of interest at every step of the process and taking the right decisions
and actions. The same reasoning can be applied to events given that organizations are
facing an event abundance also due to the ubiquity of IoT devices and sensors. This is
where our work comes in handy, as we proposed an integrated architecture that links data
to events and the IoT to BPM using machine learning (for data analysis) and CEP (for
event management).

The answers to the research questions we raised in the Introduction have been out-
lined throughout the dissertation. Some answers were made explicitly clear; others were
concealed within the sentences and paragraphs. In the following sections, we will revisit
our research objectives and envisioned contributions we laid out in the previous chapters
of this thesis, and highlight itineraries for future work.

6.2 Contributions Revisited

Business Process Improvement represents a crucial step in the life-cycle of every busi-
ness process. The main objective of this improvement approach is to help organizations
enhance at least one aspect of their business processes (process models, performance met-
rics, scheduling, etc.). In the literature, we find several methodologies for business process
improvement. We started this dissertation with a literature review of the most impor-
tant BPI existing methodologies. We analyzed each one of them and presented their key
advantages and their critical limitations. After that, we focused on the different metrics
and indicators used to measure the performance of business processes.

Since the core interest of our research work is the role of data in business process
improvement, we highlighted the use of data science as a tool to improve and enhance
the different aspects of a business process. Based on the study and the review conducted
in the chapter 2, we have determined the aspect of a business process that we want to
improve using our proposed approaches.

The research objective of the first contribution, with a focus on improving the schedul-
ing aspect of a business process instances, was to analyze historical event logs from past
business process instances execution. Using unsupervised machine learning algorithms
for clustering, in order to estimate the criticality level of the incoming IoT events and
then manage the priority of these events to achieve a priority-based scheduling of busi-
ness process instances launched by these events. In this approach, we focus mainly on the
scheduling of business process instances. Scheduling tasks and activities within a process
instance have not been addressed in this thesis. The reasoning behind this choice was
that, for incident process management that involves human resources (such as our case
study), critical cases could be handled by one human resource to avoid wasting time. Our
contribution ensures that events, which trigger ongoing business processes, are processed
according to their level of priority, which is deduced and estimated based on the critical-
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ity level of the event that launch this instance. The implementation of this approach in
our case study has proven its effectiveness. However, since our approach is mainly based
on clustering, we have encountered difficulties in determining the priority of events that
belong to the same cluster.

Handling uncertainty regarding the priority level of events from the same cluster pro-
gresses the instance scheduling approach throughout Chapter 4. This chapter started
by defining uncertainty and providing the reasoning behind choosing Fuzzy Logic in our
second approach to handle uncertainty. We propose a solution based on the integration of
a Fuzzy Inference System in order to determine the criticality level of the IoT generated
events on the one hand (FIS1), and the priority level of the business process instances
triggered by those events on the other hand (FIS 2). The results show promising improve-
ments regarding the criticality/priority level of the events generated by some sources that
may have the same characteristics.

We propose throughout Chapter 5 an end-to-end IoT-BPM architecture (IoDEP).
The idea behind this architecture is to manage data and events at the same time via an
integration approach that includes four concepts: IoT (to sense the environment), CEP
(to detect situations of interest since it is considered as the standard course for real-time
analysis and situation detection), Machine Learning (to analyze our data, find patterns
in it, and then make predictions, to facilitate decision making), and BPM (to manage our
business process instances). This approach has been partially implemented.

6.3 Limitations and Recommendation for Future re-
search

Although our proposed approaches have provided some innovative solutions to some
intricate problems in the field of business process management, there are, nevertheless,
some limitations that need to be mentioned.

The first limitation is about the learning algorithm. In fact, using the K-means algo-
rithm was mostly driven by the size and type of our data set. Applying the same algorithm
to a different and big data set may change the obtained results and may generate further
complexities, such as time complexity. To overcome this limit, three solutions could be
explored, depending on the requirements and capacities of each enterprise:

- The first one is using more advanced data analytic techniques and distributed ma-
chine learning, as it provides the possibility to scale to larger input data size, as well as
enhance performance and increase accuracy, via a multi-node machine learning system.

- The second one is Federated machine learning, which represents a recent approach of
distributed machine learning. The concept behind Federated learning is that many par-
ticipants can collaboratively train a model while the training data is kept decentralized
and without being moved to a centralized server or data center or even the cloud [331].
Those participants could be IoT devices, mobile phones, tablets, or even organizations.
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The advantage of this type of learning system is that it allows to update the models, to
offer a large-scale deployment, and to preserve data privacy and security given that the
training data are decentralized. In fact, preserving data privacy is a very important issue
especially in critical uses cases ( Health, banking, etc.).

- The third solution is Predictive process mining. Which is a field of process mining
[332] that focuses on predicting in advance certain aspects of the execution of a running
or ongoing (unfinished) process, such as: Execution time of a task or instance, Next ac-
tivity, or Result (outcome), etc. The purpose of this perspective is to combine the use
of predictive process mining on running instances and machine learning techniques on
historical data (event logs, data sets, etc.), (see Figure 6.1 ) to predict the priority of
the ongoing activities or instances for more flexibility (in case of execution failure, for
example), and also to manage the allocation of resources (priority-based matching of the
available resources, when to intervene in case of execution failure or emergency, etc.).

Figure 6.1 – An overview of the predictive process mining perspective

The second limitation concerns our integration approach. We argue that at the level
of the IoDEP architecture, our approach is innovative and it can be considered as a first
real step towards an event and data based communication between IoT and BPM. And
given that IoT devices and sensors are becoming increasingly pervasive in the BPM field,
our proposed architecture represents an effective improvement for Business Process Man-
agement and a concrete step towards a proactive BPM. However, we have used the basic
level of Complex Event Processing ( operators, rules, ...), even though we have used an
advanced CEP framework such as Apache Flink. That is why we intend to improve the
CEP level through automatic CEP rules learning and generation, in order to avoid manual
specification of rules, and have more rules that cover more possible cases. This step will
facilitate the transition to proactive/predictive management of events/instances.

The third limitation concerns the event logs used in our approach. We have applied
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our approaches on a static event logs and data set. However, to reduce the delay between
the moment when the event occurs in the real world (and the instance is launched) and
the moment when the useful information is extracted and used, we propose, as a perspec-
tive, to use Streaming process mining [333]. The purpose of this technique is to process a
data stream, instead of a static event log, to extract relevant information about ongoing
processes.

In this thesis, through a set of experiments, we focused on improving and augmenting
some aspects of business process management using data (data analysis, machine learn-
ing) and events (complex event management). However, we focused only on instances
executed by one human resource from start to end. Therefore, we intend in the future
work to explore and manage the priority of more cases such as: process instances executed
by several human resources, process instances executed by several human and machine
resources, ongoing instances, activities, tasks, etc.

Finally, we intend to improve the proposed end-to-end IoDEP architecture, taking into
account all the perspectives proposed in this section. And to validate it using other case
studies from the real world.
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Traditional Clustering algorithms categories Typical algorithm

Clustering algorithm based
on partition

K-means,
K-medoids,
Partition Around Medoids - PAM,
Clustering Large Applications - CLARA,
Clustering Large Applications based on RANdomized Search - CLARANS

Clustering algorithm based
on hierarchy

Balanced Iterative Reducing and Clustering using Hierarchies - BIRCH,
Clustering Using REpresentatives - CURE,
RObust Clustering using LinKs - ROCK,
Hierarchical Clustering Algorithm using dynamic Modeling - Chameleon

Clustering algorithm based
on fuzzy theory

Fuzzy c-means - FCM,
Fuzzy Compactness and Separation - FCS,
Majorization-Minimization - MM

Clustering algorithm based
on distribution

Distribution Based Clustering of LArge Spatial Database - DBCLASD,
Gaussian Mixture Model - GMM

Clustering algorithm based
on density

Density-Based Spatial Clustering of Applications with Noise - DBSCAN,
Ordering Points To Identify the Clustering Structure - OPTICS,
Mean-shift

Clustering algorithm based
on graph theory

CLuster Identification via Connectivity Kernels - CLICK,
Minimum Spanning Tree - MST

Clustering algorithm based
on grid

STatistical Information Grid - STING,
CLustering in QUEst - CLIQUE

Clustering algorithm based
on fractal theory Fractal Clustering - FC

Clustering algorithm based
on model

Incremental System for Hierarchical Conceptual Clustering - COBWEB,
Self-Organizing Map - SOM,
Adaptive Resonance Theory - ART

Table A.1 – Categories of traditional Clustering Algorithms
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Modern Clustering algorithms categories Typical algorithm

Clustering algorithm based on
kernel

Kernel K-means,
kernel SOM,
kernel FCM,
Support Vector Clustering - SVC,
Maximum Margin Clustering - MMC,
Multiple Kernel Clustering - MKC

Clustering algorithm based on
ensemble

Cluster-based Similarity Partitioning Algorithm - CSPA
HyperGraph Partitioning Algorithm - HGPA
Weight Partitioned Canopy K-means - WPCK

Clustering algorithm based on
Swarm intelligence

Ant Colony Optimization - ACO
Particle Swarm Optimization - PSO
Artificial Bee Colony - ABC
Shuffled Frog Leaping Algorithm - SFLA

Clustering algorithm based on
spectral graph theory

Ng, Jordan and Weiss algorithm - NJW
Shi and Malik algorithm - SM

Clustering algorithm based on
quantum theory

Quantum Clustering - QC
Dynamic Quantum Clustering - DQC

Clustering algorithm based on
affinity propagation Affinity Propagation algorithm - AP

Clustering algorithm based on
density and distance Density and Distance algorithm

Clustering algorithm for spatial
data DBSCAN, STING, Wavecluster, CLARANS

Clustering algorithm for data
stream STREAM, CluStream, HPStream, DenStream

Clustering algorithm for
large-scale data

K-means, BIRCH, CLARA, CURE, DBSCAN,
DENsity CLUstering - DENCLUE,
Wavecluster, FC

Table A.2 – Categories of modern Clustering Algorithms

113



Appendix A. Clustering Algorithms

A.1 Clustering algorithms : A comparative study
In order to choose the most suitable clustering algorithm for our approach, we have

led a comparative study. We have chosen 5 clustering algorithms. 4 algorithms from
the traditional clustering category (see Table A.1) : K-means (clustering algorithm based
on partition), DBSCAN, Mean shift (clustering algorithm based on density), and Fuzzy
c-means (clustering algorithm based on fuzzy theory). The fifth one is from the modern
clustering category (see Table A.2) : Spectral clustering.

A.1.1 K-means

K-means, also known as Hard C-means (see Subsection A.1.3), is a partitioning tech-
nique used to analyze data based on the distance between different data points in the
input data set. This algorithm was described by Hartigan in 1975. The idea behind the
K-means algorithm is to divide a dataset composed of M data points in N dimensions
into K clusters, in such a way that the within-clusters sum of squares is minimized [334].

The most complicated part of this algorithm is to determine the right value of K,
which represents the number of clusters. In the literature, we can find several methods to
select the most optimal number of clusters for this algorithm, such as the Elbow method
[335], the Average Silhouette method [336], or the GAP statistic method [337]. When
applying the K-means algorithm in our approach, we have used the Elbow method to
determine the value of K.

The basic steps of the K-means algorithm are shown in the following pseudocode:

Algorithm 3 K-Means clustering algorithm
Input:
S = s1, s2..... sm // list of data points (list of sources which generate the different events)
K //Number of clusters
1: choose K Random data points from S as initial clusters centroids
2: repeat
3: Assign each data point si to the cluster which has the closest centroids.
4: Calculate the new centroids of each cluster.
5: until Convergence //no more changes for centroids

Output: Set of K clusters

A.1.2 DBSCAN

DBSCAN or Density-Based Spatial Clustering of Applications with Noise is a density-
based clustering algorithm . A cluster for this algorithm is a group of high data point
density, that are separated from other data points by a region of low data point density.
So each "isolated" dense grouping is considered as a cluster.

This algorithm uses two important parameters [338] :
— minPts: the minimum number of data points clustered for a region to be consid-

ered dense, and to form a cluster.
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— eps (ε):this parameter measures the distance that will be used to locate the points
in the vicinity of any given point.

The idea behind this algorithm is to randomly choose a point and check if its ε-
neighborhood contains at least MinPts points. If it does, this point is considered as part
of this cluster. We then go through the rest of the ε-neighborhood points in order to
complete the cluster.

The basic steps of the DBSCAN algorithm are shown in the following pseudocode:

Algorithm 4 DBSCAN Pseudo-code
Input:
X = A set of points // the dataset
eps = The neighborhood distance
minpts = The minimum number of points
Output:
Discoverd clusters and potential outliers

1: procedure DBSCAN (X, eps, minpts)
2: foreach unvisted point x ∈ X do

mark x as visited
3:4: N ← GETNEIGHBORS(x, eps)
5: if ∣N ∣ < minpts then
6: mark x as noise
7: else
8: C ← {x}
9: foreach point x′ ∈ N do
N ← N\x′

10:11: if x′ is not visited then
12: mark x′ as visited
13: N ′

← GETNEIGHBORS(x′, eps)
14: if ∣N ′∣ ≥ minpts then
15: N ← N ∪N ′

16: if x′ is not yet member of any cluster then
17: C ← C ∪ {x′}

A.1.3 Fuzzy c-Means

Classical clustering techniques result in sharp partitions or clusters. Each instance or
data point belongs to one and only one partition, since the clusters are disjoint. This is
what we call hard or crisp clustering. In 1981 James C.Bezdek proposed a Fuzzy clustering
approach which is considered as a soft clustering [339]. In this type of clustering, we use
a membership function. Each cluster is a fuzzy set of all the patterns. In fact, higher
membership values signify greater confidence in the assignment of the pattern to a specific
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cluster [340]. In the literature, we find several fuzzy clustering algorithms. However, Fuzzy
C-means is the most popular.

Fuzzy C-Means (FCM) is considered as an extension of the K-Means algorithm. FCM
is based on the concept of optimizing an objective function. Fuzzy C-means allows data
to belong to more than one group, taking into consideration the uncertainty of cluster
assignment. The resulting partition is hence a fuzzy partition. Each cluster is associated
with a membership function that indicates the degree to which each data point belongs
to the cluster, and each cluster is represented by a cluster center or a prototype.

The general formulation of the fuzzy C-means clustering algorithm is as follows [341]
[342]:

Let vi be the prototype of cluster Ai and let V be the set of all C cluster prototypes.
The objective function of Fuzzy c-means to minimize is :

J(U, V ) =
n

∑
k=1

c

∑
i=1

(uik)md2(xk, vi), (A.1)

Where d2 represents a distance function.
The condition ∑c

i=1 uij = 1 for all k is satisfied.
The parameter m represents the fuzzifier. As we have seen before, larger values of m

yield a larger number of fuzzy partitions. The following two equations must be solved to
achieve this minimization.

Prototypes of the clusters must have the following form:

vi =
∑n

k=1(uik)
m
xk

∑n

k=1(uik)m
(A.2)

In addition, the required condition on the membership values is as follows:

uik =
( 1

d(xk,vi)
)

2
m−1

∑c

j=1( 1

d(xk,vi)
) 2
m−1

(A.3)

In each iteration of this algorithm, cluster memberships and cluster prototypes are
updated.

The basic steps of FCM algorithm are shown in the following pseudo-code. The inputs
of this algorithm are the dataset X, the number of clusters C, the fuzzifier parameter m,
and the stop criterion ε.

A.1.4 Mean Shift

Mean shift is an unsupervised technique proposed by Fukunaga and Hostetler in 1975
[343]. It is one of the best data analysis methods used for computer vision, object tracking
[344], image processing, analysis, and segmentation [345], [346]. But it is also used for
other types of data clustering and segmentation such as patients or consumers segmenta-
tion [347]. Unlike the K-means algorithm, Mean shift assigns data points to their clusters
without having a prior knowledge of the number of clusters [348].
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Algorithm 5 Fuzzy C-Means pseudocode
Fuzzy C-Means(X, C, m, ε) //Randomly
1: v0 ← {V 0

1 , ..., V
0
c }

2: t ← 0
3: REPEAT
4: for k ← 1 to length(X) do

if d(xk, vi) = 0 for some i
5:6: then u

t
ik ← 1 and utjk ← 0 for j ≠ i

7: else Compute utik applying Equation A.3
8: t ← t + 1
9: Compute V t applying Equation A.2 using U t−1

10: until ∑c

i=1∥v
t
i − v

t−1
i ∥ < ε //∥∗∥ is any vector norm

The idea behind this algorithm is to shift each data point towards centroids to be
the mean of the other data points in its neighborhood [349]. Mean shift is based on the
concept of Kernel Density Estimation (KDE), which is a non-parametric method used to
estimate the probability function of a random variable. A weight is assigned to each data
point using a weight function called a Kernel (such as the Gaussian Kernel). The addition
of all these kernels generates a density function or what we call a probability surface 23.

On a high level, Mean shift algorithm proceeds following the steps below :
— Step 1: The first step consist on defining a window or a cluster or what we call

a bandwith of the kernel, using the terminology of this algorithm, and placing the
cluster on a data point.

— Step 2: After that, we calculate the mean for all the data points located in this
window.

— Step 3: Shift the centroid of the window to the location of the mean.
— Step 4: Repeat the last two steps until no shift results in a higher density (number

of points in the window) or until there is convergence.
— Step 5: Delete overlapping windows. When several windows overlap, we keep the

window with the most points and delete the others.

A.1.5 Spectral Clustering

Spectral clustering is a class of techniques based on eigen decomposition of affinity,
dissimilarity, or kernel matrices [350]. Spectral clustering methods are considered as unsu-
pervised clustering algorithms which are based on the weighted graph partition problem.
This technique relies on a similarity matrix to divide data points into disjoint clusters
[351]. The data points assigned to the same clusters have a high level of similarity, and
the data points assigned to different clusters have a low level of similarity. Unlike con-
ventional clustering algorithms (i.e. K-Means) which assume that the data points that
belong to a cluster are spherical about the center of this cluster. Spectral clustering makes
no assumptions about the clusters and their forms. Data points compactness is another

23. https://analyticsindiamag.com/hands-on-tutorial-on-mean-shift-clustering-algorithm/
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difference between spectral clustering and conventional clustering techniques. In fact, in
spectral clustering data points have to be connected but may not necessarily have convex
boundaries or be compact.

The core idea of the spectral clustering algorithm is to form a similarity matrix S,
compute the Laplacian matrix L and after that compute eigenvectors of L, to perform
dimensional reduction and then clustering of the data points.

The spectral clustering algorithm proceeds following the steps below [352] :
Given a set of points {Xi}Ni=1 in Rd (where d is the dimensionality).
— Step 1: Form the similarity matrix S ∈ RN∗N defined by :

Sij = exp(−∥Xi −Xj∥2/2σ2) if i ≠ j, and Sij = 0

Where The scaling parameter σ2 is used to control how rapidly the affinity Sij

decreases with the distance between Xi and Xj.
— Step 2: Define D to be the diagonal matrix whose (i, j)−element is the sum of S’s

i-th row, and construct the matrix L = D
−1/2

AD
−1/2.

— Step 3: Find V1, V2, ..., Vk, the top k eigenvectors of L, and form the matrix
X = [V1V2...Vk] ∈ RN∗k by stacking the eigenvectors in columns.

— Step 4: Form the matrix Y from X by renormalizing each of X’ s rows to have
unit length, Yij = Xij/(

√
∑j X

2
ij).

— Step 5: Treat each row of Y as a point in Rk, cluster them into k clusters using
K-means

— Step 6: Assign the original point Xi to cluster j if and only if the row i of the
matrix Y is assigned to cluster j.

A.2 Clustering algorithms : Implementation results

In this section, we present a summary of the results obtained from our experiments.
To illustrate the behavior of each clustering algorithm, among the 5 chosen one, and to
analyze their differences and adaptability to our case study based on the obtained results,
we have conducted a series of experiments.

Experimental settings:
We worked with a data set of patients falls (from 01-02-2016 to 12-06-2017), this

dataset contains 238228 observations generated by 81 patients. The historical data in
this data set are gathered from our incident management process past instances, and they
are partitioned as follows: 89312 alerts are of level 0 (low), 148466 of level 1(average), 275
of level 2 (serious), and 175 of level 3 (very serious). Since the serious and very serious
alerts are the most important in our study, we have applied our clustering algorithms only
on these two levels.

The data set was stored in a PostGreSQL database and all analyses and algorithms
implementation were conducted using R and different R packages [353], [354], such as:
(tidyverse [355], RPostgreSQL, ggplot2, dplyr, caret, etc.). And all our experiments were
conducted on an Intel(R) Core(TM) i5- 540M2.53GHz. All data have been anonymized.

Experimental results for K-means:
As we have seen before, to determine the value of K, which represents the number of
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clusters, we have used the Elbow method (see Figure A.1).

Figure A.1 – Elbow method - sum of squared distances

The plot represents the variation of the sum of squares with the number of classes. We
notice that the most adequate number of clusters would be 4, since this point corresponds
to an inflection point and the sum of squares seems to stabilize from this point on.

Figure A.2 – Clustering with K-means

As we can see in Figure A.2, patients used in this clustering are divided into 4 clusters:
patients with fewer than 8 falls (the blue cluster), 9 to 12 (the green cluster), 13 to 18
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(the red cluster) and more than 24 falls (the black cluster). The latter represents the
most critical cases.

Experimental results for Fuzzy C-means:

Figure A.3 – Clustering with Fuzzy C-means

At first glance, the results K-means and Fuzzy C-means look very similar. However, the
subdivision obtained is not the same. In fact, patient (C112,9) for example belongs in the
k-means results to the first cluster that contains patients with falls less than 8. Whereas in
Fuzzy c-Means (see Figure A.3), it belongs to the second cluster which contains a number
of falls between 7 and 10. The range of the first cluster was thus narrowed. The fourth
cluster (black) in K-means contains only one outlier value that exceeds 20 falls. Whereas
in Fuzzy c-Means, we find 3 patients with a total number of falls starting from 15.

Although Fuzzy C-means Clustering differs from the previous one because of several
factors including the sensitivity to noise, the results obtained are still plausible since there
is no overlap between the obtained clusters.

Experimental results for DBSCAN:
As we have explained in the previous section (see Sub-Section A.1.2), eps (ε) and

MinPts are the two important parameters in the DBSCAN algorithm. Unlike K-means
that proposes several methods to determine the K value of clusters, we do not have an
automatic way to determine the most adequate value for the Minpts parameter. The
value of Minpts should be set using domain knowledge and data set familiarity 24. For ε,
we can find several methods in the literature to automatically calculate this value. For
example, we can determine esp by calculating the average distance between each data

24. https://medium.com/@tarammullin/dbscan-parameter-estimation-ff8330e3a3bd
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point and its K nearest neighbors, where k represents the value of Minpts previously
selected [356].

Figure A.4 represents the result of the clustering with DBSCAN using the following
values: MinPts = 4 and ε = 0.6.

Figure A.4 – Clustering with DBSCAN : MinPts = 4 and eps = 0.6

With these two values, we have obtained 3 clusters as we can see in Figure A.4.
Nevertheless, we cannot distinguish the properties of each cluster separately, since the
clusters overlap. These results are meaningless and inconclusive; that is why we tried to
modify the value of eps parameter.

Figure A.5 represents the result of the clustering with DBSCAN using the following
values: MinPts = 4 and ε = 1.

With the two new values of MinPts and ε, we have obtained 2 clusters as we can
see in Figure A.5. We notice that the two clusters are more or less distinct (except
for patients (C117.9) and (C119.9) who have the same number of falls, but belong to
two different clusters). These results can be considered as correct but not rigorous and
accurate enough. Because, as we can see in Figure A.5, there are even more sub-clusters
included in these two obtained clusters. Example: patient (C207,6) with 26 falls should
not belong to the same cluster as patient (C117,9) with 4 falls). Therefore, this result is
not compelling enough. So we tried this time to modify the value of MinPts parameter,
by choosing a bigger value.

Figure A.6 represents the result of the clustering with DBSCAN using the following
values: MinPts = 6 and ε = 0.6.

As we can see in Figure A.6, by setting the MinPts parameter to 6 instead of 4, the
model returns a single cluster grouping all the points in our sample. The result is not
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Figure A.5 – Clustering with DBSCAN : MinPts = 4 and eps =1

conclusive at all because no information can be extracted from it. We have tried other
combinations of these two parameters, but the results were not conclusive each time.

Figure A.6 – Clustering with DBSCAN : MinPts = 6 and eps = 0.6
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Basically, the DBSCAN algorithm in our case turned out to be inadequate for the
representation of our data. This is largely due to the small size of the data set being used.

Experimental results for Spectral Clustering:

Figure A.7 – Clustering with Spectral Clustering

With Spectral Clustering we obtained 4 clusters. As we can see in Figure A.7, we
notice that the four clusters are relatively disjoint and distinguishable, except for the
outlier value of patient (C207,4) with 26 falls, but which belongs to a cluster grouping
patients with a number of falls between 4 and 10 (the green cluster).

Like Fuzzy C-means Clustering, Spectral Clustering is also sensitive to noise. However,
the results can still be considered as plausible since there is no overlap between the
obtained clusters.

The conclusion to draw from all these experimental results is that the accuracy of
Spectral Clustering in our case is questionable. DBSCAN is not suitable for the repre-
sentation of our data. Despite the fact that we have found few applications of the Mean
shift algorithm in fields other than image processing and computer vision, applying this
algorithm to our case study was not obvious and the results were not conclusive at all.

For K-means and, to some extent, Fuzzy C-means, the obtained results were more
accurate and concordant with our data set. That is why we have chosen K-means as the
clustering algorithm to apply in our case study.

123



Appendix A. Clustering Algorithms

124



Appendix B

CEP implementation - Chapter 5

125



Appendix B. CEP implementation - Chapter 5

This appendix is dedicated to present and discuss the experiments that we have con-
ducted in order to test and analyze the performance of integrating CEP in our architecture
and compare our proposed approach to our first approach, which aims to estimate the
priority level of each business process instances based on the criticality level of each incom-
ing event that launches these instances (without CEP) that we have detailed in Chapter 3.

To compare the two approaches, we tried to reproduce the same experimental envi-
ronment. In fact, all our experiments were conducted on an Intel(R) Core(TM) i5-540
M 2.53 GHz. And both approaches have been tested with a data set from our health
care case study. More precisely we have a data set of patient falls over the period from
01-02-2016 to 12-06-2017; this dataset is consisted of 238228 observations generated by
81 patients: 89312 alerts are of level 0 (low), 148466 of level 1(average), 275 of level 2
(serious), and 175 of level 3 (very serious).

To implement this approach, we used FlinkCEP, which is a Complex Event Processing
library implemented on top of Flink, used to detect event patterns in a stream of events
in order to get hold of only what is important in the flow of data. The choice of FlinkCEP
was based on several criteria such as performance and response time, the programming
language used in this library, and finally the programming community (see Table B.1).
In our benchmark we compared FlinkCEP to other CEP libraries or frameworks such as
Spark CEP, Siddhi CEP and Esper CEP. (see Tables B.2 and B.3).

Criteria Description

Performance
The intrinsic performance of the tool to perform the required
treatments and processing needed.

Viability
Ensuring backward compatibility avoids coding an entire application,
and allows services to evolve together without breaking the system.

Resources
Does the tool provides enough resources (documentations, tutorials,
conferences, etc.) to facilitate our work ?

Community
It is a very important aspect of any technology as it indicates
sustainability, strength and openness

Table B.1 – Criteria of CEP solution benchmark
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Criteria Spark-CEP Esper-CEP

Definition

- It is a scalable, fault-tolerant streaming
processing system.
- It supports batch and streaming
workloads.

A platform dedicated to complex
event processing and also
event stream processing (ESP).

Performance
and
Characteristics

- It provides a better performance
when using big data.
- High flow rate, ideal for many applications
where sub-latency is not required.
- It is able not only to process large-scale
data streams, but also
to query this large-scale data using
SQL-like syntax.
- Required an external data stores

- Provides an event processing language (EPL)
like SQL which is an expressive
and extensible language.
- Low latency and high throughput.
- Exceeds 500,000 events per sec
on a dual 2GHz CPU.
- Light-weight in terms of memory.
- It has data storage and database
functionality integrated.

Community
Very large community and massive improvements
(More than 1,000 contributors) A relatively small community (10 Contributors)

Language Scala - Java - Python - R - SQL Java - C# - .NET - EPL

Table B.2 – CEP solutions benchmark - 1

127



A
ppendix

B
.

C
E
P

im
plem

entation
-
C
hapter

5

Criteria Siddhi-CEP Flink-CEP

Definition
A Complex Event Processing engine that used
Streaming SQL queries in order to capture
events from diverse data sources

A Complex Event Processing library implemented
on top of Flink.

Performance
and
Characteristics

- Low latency and high throughput.
- 100k to millions of events per second.
- 300,000 events per second (For Uber).

- Flink claims to be 2.5 times
faster than Spark.
- Flink handles Streams
better than Spark.
- Required an external data stores

Community 94 Contributors 63 Contributors
Language Java Scala - Java - Python

Table B.3 – CEP solutions benchmark - 2
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Event-pattern detection with CEP :

One of the functionalities offered by CEP engines is event-pattern detection, figure
B.1 illustrates this concept. We have used this functionality to detect critical incidents
(falls of patients) as explained in chapter 5.

Figure B.1 – Event pattern detection [11]

CEP Rules :
Based on the context of our case study, we have defined some rules that help us estimate
the priority level of the incoming event. To define those rules, we take into consideration
the available information about the patient, his/her past incidents (falls), and the cluster
to which this patient (event source) belongs. Taking into consideration the results of our
clustering (detailed in chapter 3 and Appendix A), we tried to manually define some rules
based on the domain knowledge. So, basically, we come up with the following rules:

— IF the event source belongs to cluster 4 (the critical cluster) THEN the new event
generated by this source could be serious.

— IF The patient has some particular needs (Wheelchair, walker, etc.)THEN the
new event generated by this source could be serious.

— IF The last event generated by this patient within one month was a serious or very
serious alert THEN the new event generated by this source could be serious.

Figure B.2 represents an example of a CEP script for critical events (falls) detection.
This script shows an example of rule definition and a part of critical event detection.

CEP Message broker :

As we have seen before, to manage the different incoming events within a CEP solu-
tion, we need a message broker. In this experiment, we have chosen RabbitMQ 25. It is
an open-source message broker, lightweight and easy to deploy.

25. https://www.rabbitmq.com/
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Figure B.2 – Example of our CEP script for critical events (falls) detection

Global Schema of Event-pattern detection with CEP solution :

Figure B.3 illustrates our first attempt to integrate the CEP engine into our IoT-BPM
architecture.

Figure B.3 – Priority-based event management with CEP

The different modules of this architecture operate as follows:
— Event Producer: events in this approach are mostly generated by some sensors

or IoT devices by sensing their environment (Smart cameras).
— Lightweight Message Broker: To manage the amounts of events received and

that need to be processed by the CEP engine, we use a message broker that ensures
the communication between the source and the target based on a publish/subscribe
mechanism. This asynchronous mechanism implemented by message brokers allows
the source and target messages to be completely decoupled. Besides, the message
brokers can also store the messages locally until they can be processed by the target
element. That is why we have chosen RabbitMQ.

— CEP engine: Flink CEP is used in this case to filter and process incoming events
based on the predefined rules, to detect the events with the highest priority among
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the incoming stream of events.
— Event consumer: represents in this approach a business process management

system (BPMS) where processes are managed, executed, and monitored.

Experimental results:

The purpose of this series of experiments is to demonstrate the interest of integrat-
ing CEP in the IoT-BPM architecture. So, we will compare two solutions. Solution 1
represents our first contribution detailed in Chapter 3 (without CEP), and Solution 2
represents the integration of CEP as detailed in this Appendix and in Chapter 5.

In our experiment for both solutions, we have simulated several event streams with
different total number of events (100, 200, 300, 400, 500) (generated from the historical
events in our data set). Our objective is to compare the evolution of the computation time
of both approaches as a response to increasing the number of input events (concurrent
access and non-concurrent access).

Non-Concurrent Access (NCA) :

Total event number Computation time (sec) - Solution 1
100 19.0
200 19.45
300 25.48
400 31.3
500 37.4

Table B.4 – Computation time (sec) for solution 1 - NCA

Total event number Computation time (sec) - Solution 2
100 22.07
200 32.14
300 44.25
400 55.6
500 70.62

Table B.5 – Computation time (sec) for solution 2 - NCA

Concurrent Access (CA) :

Total event nomber Computation time (sec) - Solution 1
200 48
400 72.1
600 108

Table B.6 – Computation time (sec) for solution 1 - CA
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Total event nomber Computation time (sec) - Solution 2
200 27
400 34
600 60.3

Table B.7 – Computation time (sec) for solution 2 - CA

Figure B.4 – Input events with non-concurrent access

Figure B.5 – Input events with concurrent access

As we can see in Figure B.4, solution 1 presents better results compared to solution
2 when we have a non-concurrent access of the incoming events. However, when we have
concurrent access, the CEP-based approach (solution 2) presents better results, especially
when we increase the number of incoming events.

Although solution 1 seems to be more efficient at low input event volumes, the CEP
solution can perform better, especially if implemented in a Big Data architecture.
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For incident management systems, providing a balance between (near) real-time event
processing and scalability is very important to achieve an efficient and optimized business
process instances scheduling and event management in BPM. Moreover, in real cases,
we deal most of the time with concurrent access of incoming events. So, this confirms
the efficiency of our assumptions that CEP can provide better results when integrated to
an IoT-BPM architecture, and it can also provide better results compared to traditional
approaches for business process instances scheduling.

Interested readers can check the complete solution that we have implemented from
GitHub 26.

26. https://github.com/Abir-IA/CEPFlink_EventManagement
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As stated throughout the chapters of this thesis, one main real-world case study has
been used.

The data collection system in this case can be simplified as follows: In each patient’s
room, there are intelligent video surveillance cameras that are active 24 hours a day and
detect abnormal movements. These cameras send their data, which are analyzed, and
can trigger alerts. In case of an abnormal signal, an alert will be sent confidentially to
designated caregivers, allowing them to intervene quickly through a specialized call center.

Their database (see Figure C.1 gathers all the different information related to the
entire video surveillance process. This database thus describes two major processes:

— The first process is about the detection and assessment of the risk level of the
patients’ falls and the assistance that is provided to them.

— The second process involves the maintenance of the monitoring devices that are
installed in the different rooms of patients.
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Figure C.1 – Data Base relationships schema
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List of Acronyms

This appendix contains the list of all acronyms used throughout the thesis.

— BPM: Business Process Management
— BPI: Business Process Improvement
— BP: Business Process
— BPMN: business process model and notation
— BPMS: Business Process Management Systems
— BAM: Business activity monitoring
— EDBPM: Event-Driven Business Process Management
— CEP: Complex Event Processing
— GA: Genetic Algorithm
— PSO: Particle Swarm Optimization
— BRS: Best Resource Selection
— ACO: Ant Colony System
— ABC: Artificial Bee Colony
— HRAP: Human Resource Allocation Problem
— ML: Machine Learning
— IoT: Internet of Things
— EDA: Event Driven Architecture
— SOA: Service Oriented Architecture
— RPA: Robotic Process Automation
— ABC: Activity Based Costing
— ERP: Enterprise Resource Planning
— CRM: Customer Relationship Management
— ABC: Activity Based Costing
— AI: Artificial Intelligence
— RFID: Radio Frequency Identification
— FSM Fuzzy System Modeling
— FIS: Fuzzy Inference System
— ITIL: Information Technology and Infrastructure Library
— DIKW: Data Information Knowledge Wisdom
— KDD Knowledge Discovery from Databases
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— YAWL: Yet Another Workflow Language
— XML: Extensible Markup Language
— WfMC: Workflow Management Coalition
— BPRI: Business Process Run time Interface
— BPQL: Business Process Query Language
— XPDL: XML Process Definition Language
— EPC: Event-driven Process Chain
— OMG: Object Management Group
— BPD: Business Process Diagram
— BPR: Business Process Re-engineering
— TQM: Total Quality Management
— TOC: Theory of Constraints
— KPI: Key Performance Indicators
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Research Methodology

This appendix details the research methodology used throughout this thesis and shows
how the story of this work has culminated.

BPM is a broad research domain. That is why pinpointing the main issues on which
we will work, defining the research questions, and finding these problems at the first place,
was the fruit of a thorough and profound research process.

1. Problem Definition: As with every research project, we began our work with
many attempts to identify and properly formulate the problems we are tackling.
This step comes obviously after a first phase of reading and exploration of the
existing work in the literature linked to our research domain. During this first
step, we had to approach our subject from a practical point of view as well in order
to take into consideration the needs of our partner 27. Our main objective was to
address the different challenges faced by our partner regarding the enhancement of
their business processes and the management of the execution of these processes
by taking into account their resource requirements.

2. Research Questions: To get into more detail and seek solutions to the problems
we have outlined in the first step, we have to ask some research questions at a more
concrete level and attempt to answer these questions throughout our thesis.

3. State-of-the-art: Defining the problems in the first step of our research process
systematically leads us to this step. Since the state of the art provides a com-
prehensive description of the current knowledge on the studied subject through
the analysis of existing similar or related published works. Whenever we wanted
to use, understand, and inspect a technology, we thoroughly reviewed the litera-
ture in order to better understand the existing research works and also to know
how to position ourselves regarding the existing approaches. For example, when
we wanted to check the existing Business Process Improvement approaches, and to
explore the link between IoT and BPM, and the integration of CEP in an IoT-BPM
architecture, all these issues have led us to a thorough review and inspection of
the state-of-the-art approaches. To maintain an up-to-date view of all the existing
research work, the state-of-the-art step has been revisited throughout the thesis.

27. Angel Assistance
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These three fist steps are linked; in fact, the first step allowed us to thoroughly
define the research questions, and the third step enabled us to tackle most of them.

4. Solutions: The review of the literature we have done throughout our research
work has helped us answer many of our research questions but has pushed us to
dig deeper to answer other questions. Exploring the different approaches in the
state of the art, with their strengths and weaknesses, has given us some insight
about the possible contributions we can propose to enrich our research area, which
is BPM. In fact, through the approaches that we have proposed, we have managed
to deal with the process instances execution based on their priority, to promote
the integration of BPM and CEP in an IoT environment and the exploration of
machine learning algorithms within the BPM world.

5. Validation and Evaluation: The validation of our work was performed through
different scenarios from our Angel Assistance case study.

These five steps outline the research methodology that we followed throughout this
thesis. It is noteworthy that they are not sequential, but that we went back to each step
several times as needed.
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Cette annexe représente un résumé de la thèse intitulée "Methodology for an aug-
mented business process management in IoT environment", rédigée en anglais. Les con-
tributions de cette thèse se concentrent principalement sur trois aspects au niveau d’un
processus métier à savoir la gestion de la priorité des instances, la gestion de l’incertitude
et l’intégration/communnication IoT-BPM via une architecture de bout-en-bout - IoDEP.

G.1 Introduction

La quantité de données produites et consommées augmente chaque année suite à la
progression des avancées technologiques et des capacités de stockage. Les dispositifs et
capteurs de l’IoT ont déjà généré 13,6 zettaoctets de données durant l’année 2019, et un
total de 59 zettaoctets de données a été consommé vers à la fin de l’année 2020 et que ce
chiffre passera à 150 zettaoctets d’ici à 2025 28. Avec la pandémie de SRAS-CoV-2, cette
croissance s’est accélérée en raison de l’utilisation de moyens de communication digitalisés
dans le monde entier (réunions, cours, etc.).

Tous les processus déployés dans chaque organisation continuent de générer une grande
quantité de données (fichiers journaux, journaux d’événements), et ces données doivent
être exploitées et traitées afin d’extraire le maximum de connaissances, qui peuvent en-
suite être utilisées pour améliorer les processus métier. Les données et les événements
deviennent une source d’information omniprésente. Il n’est pas surprenant que la science
des données s’étende à tous les domaines.

Les données représentent l’ingrédient clé des améliorations et des changements de
paradigme dans tous les secteurs. Toutefois, avec l’omniprésence de l’internet des ob-
jets, nous devrions ajouter les événements à ces ingrédients. En fait, les données et les
événements sont en train de devenir le principal moteur de l’avancement des nouvelles
technologies. Les données ont un impact énorme sur les processus et les décisions, mais
aussi sur la façon dont les choses se déroulent dans les entreprises et au niveau des applica-
tions. Comme le souligne Peter Norvig, informaticien américain et directeur de recherche
chez Google, "plus de données vaut mieux que des algorithmes plus performants". C’est
pourquoi la science des données, en tant qu’approche multidisciplinaire, est présente dans
toutes les industries et tous les domaines à forte intensité de données. Avec l’abondance
des données, les milieux de la recherche universitaire et industrielle sont plus désireux que
jamais d’exploiter les données de manière plus prédictive, voire proactive, plutôt que de
se contenter d’un niveau descriptif. L’idée sous-jacente est d’aider l’intelligence humaine
en détectant les situations intéressantes à chaque étape du processus et en prenant les
bonnes décisions et actions. Le même raisonnement peut être appliqué aux événements,
étant donné que les organisations sont confrontées à une abondance d’événements et à
l’omniprésence de dispositifs et de capteurs IoT. C’est là que notre travail s’avère utile,
car nous proposons une architecture intégrée qui relie les données aux événements et l’IoT
au BPM en utilisant l’apprentissage automatique (pour l’analyse des données) et le CEP

28. https://firstsiteguide.com/big-data-stats/
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(pour la gestion des événements).

L’objectif principal de cette thèse est de proposer une méthodologie de bout-en-
bout basée sur les données et les événements pour augmenter les processus métier dans
l’environnement IoT. Afin d’approfondir et de trouver des solutions aux défis que nous
avons évoqués dans cette section, il convient de poser quelques questions afin de définir
notre problème de façon plus concrète. La figure suivante (voir Figure G.1) résume les
questions de recherche que nous avons posées au cours de cette thèse.

Figure G.1 – Questions de recherche

G.2 Gestion augmentée des processus métier dans un
environnement IoT

Les processus métiers peuvent être vus comme une collection d’activités exécutées
et coordonnées afin de produire un résultat bien spécifique, répondant aux besoins d’un
client (interne et/ou externe). La gestion des processus métiers (Business process man-
agement - BPM) est un domaine de recherche très actif dans la discipline des systèmes
d’informations. Il a pour objectif l’amélioration continue de l’efficacité et la performance
des processus d’une entreprise, par le biais des méthodes, des techniques et des out-
ils qu’il offre afin d’appuyer la conception, la mise en œuvre, la gestion, l’analyse, et
l’automatisation, dans la mesure du possible, des processus métier, et donc gagner en
termes d’agilité, de flexibilité et de performance.

Même si plusieurs méthodes d’amélioration des processus métier (Business Process
Improvement - BPI) sont disponibles dans la littérature, les organisations rencontrent
toujours des difficultés pour les appliquer efficacement. Ces difficultés peuvent être justi-
fiées par le fait que les méthodes BPI existantes ne répondent pas à toutes les exigences
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récentes des organisations et ne s’adaptent pas aux progrès réalisés, ces dernières an-
nées, dans plusieurs domaines tels que l’intelligence artificielle, les techniques d’analyse
des données, l’apprentissage automatique, le process mining et le traitement des (flux)
évènements, etc.
En outre, avec cette nouvelle ère de digitalisation et l’essor de plusieurs nouvelles tech-
nologies telles que le Big Data, l’Internet des objets (IoT), le Cloud Computing, etc, les
organisations sont confrontées à de nouveaux facteurs et défis redéfinissant le marché et
qui génèrent de réels changements dans le BPM traditionnel. Parmi ces nouveaux défis on
trouve la quantité de données et d’évènements, provenant, avec une très grande vélocité,
de différentes sources hétérogènes (des interactions internes ou externes de l’entreprise,
IoT, etc). Ces données doivent être bien analysées et exploitées afin d’en extraire, des
résultats à forte valeur ajoutée qui peuvent aider l’entreprise dans son processus de prise
de décision. Cependant, les outils traditionnels proposés par la méthode du management
des processus métiers présentent différentes limites concernant le traitement, la fouille et
l’analyse des données et l’exploitation des résultats de ces analyses en temps réel.

La nature interdisciplinaire du BPM est un facteur clé qui favorise les perspectives
d’amélioration dans ce domaine. L’objectif de ce travail de thèse est de proposer de
nouvelles approches pour augmenter les processus métier, en s’appuyant principalement
sur l’analyse des données, les algorithmes d’apprentissage automatique et le traitement des
évènements complexes, afin d’exploiter les données et évènements génères par l’exécution
des processus métier et de trouver des moyens d’améliorer ces processus sous différents
angles tels que l’ordonnancement des instances et la gestion des évènements dans un
environnement IoT.

L’IoT est en train de devenir une zone d’innovations technologiques et de promesses
de développement économique pour de nombreux industries et services. Ce nouveau
changement de paradigme affecte toutes les couches de l’architecture d’entreprise, de
l’infrastructure au métier. Le Business Process Management (BPM) est un domaine parmi
d’autres qui est affecté par cette nouvelle technologie. Pour faire face à l’explosion des don-
nées et des évènements résultant, entre autres, de l’IoT, les processus d’analyse de données
combinés aux techniques de traitement des évènements, examinent de grands ensembles
de données pour découvrir des modèles cachés, des corrélations inconnues entre les évène-
ments collectés, soit à un niveau très technique (détection des incidents/anomalies, main-
tenance prédictive), soit au niveau métier (préférences des clients, tendances du marché,
opportunités de revenus) pour fournir une meilleure efficacité opérationnelle, un meilleur
service client et des avantages concurrentiels sur les organisations rivales.

Afin de capitaliser la valeur commerciale des données et des évènements génères par
les capteurs de IoT, IoT, Data Analytics, Traitement des Évènements et BPM doivent se
rencontrer au milieu.

G.3 Résumé des Contributions

L’amélioration des processus métier représente une étape cruciale dans le cycle de vie
de chaque processus métier. L’objectif principal de cette démarche d’amélioration est
d’aider les organisations à améliorer au moins un aspect de leurs processus métier (mod-
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èles de processus, métriques de performance, planification, etc.) Dans la littérature, nous
trouvons plusieurs méthodologies pour l’amélioration des processus métier. Nous avons
commencé cette thèse par une revue de la littérature des méthodologies BPI existantes
les plus importantes. Nous avons analysé chacune d’entre elles et présenté leurs princi-
paux avantages et leurs limites critiques. Ensuite, nous nous sommes concentrés sur les
différentes métriques et indicateurs utilisés pour mesurer la performance des processus
métier.

Puisque l’intérêt central de notre travail de recherche est le rôle des données et des
événements dans l’amélioration des processus métier, nous avons mis en évidence l’utilisation
de la science des données et la gestion des événements comme outil pour améliorer et ren-
forcer les différents aspects d’un processus métier.

Comme nous l’avons vu précédemment, l’objectif principal de cette thèse est de pro-
poser une méthodologie de bout-en-bout basée sur les données et les événements pour
augmenter la gestion des processus métier dans un environnement IoT. Les principales
contributions de cette thèse seront détaillés dans la suite de cette section.

G.3.1 Contribution 1 : Amélioration des processus métier via un
ordonnancement des instances basé sur la priorité

L’objectif de cette première contribution était d’améliorer l’aspect ordonnancement des
instances de processus en fonction de leur priorité, en analysant les journaux d’événements
historiques des exécutions passées du processus métier. Nous avons utilisé des algorithmes
d’apprentissage automatique non supervisés pour le clustering, afin d’estimer le niveau
de criticité des événements IoT entrants, puis de gérer la priorité de ces événements pour
réaliser un ordonnancement proactif basé sur la priorité des instances de processus métier
lancées par ces événements.

Cette approche est caractérisée par deux phases (Voir Figure G.2). Dans la pre-
mière phase, la phase d’apprentissage, un modèle de clustering est construit en exploitant
les données contenues dans le log d’événements ou le jeu de données des événements
d’exécution. Des clusters de priorité sont déterminés à l’aide de ce modèle de clustering.
Ces clusters sont utilisés pour déterminer les niveaux de priorité des instances. Nous
calculons également le score de Fiabilité de chaque ressource humaine (qui va exécuter
l’instance en question) à ce niveau. Dans la deuxième phase, la phase d’exécution ou
run-time (Voir Figure G.2), le modèle appris est exploité afin d’obtenir une estimation du
niveau de priorité lié à chaque instance candidate qui sera exécutée par une ressource hu-
maine. Les instances candidates sont le résultat de l’étape de filtrage, où chaque instance
qui ne représente pas un incident ou qui ne nécessite pas l’intervention d’une ressource
humaine est éliminée. L’étape la plus importante de cette phase est le matching d’une
instance de processus avec une ressource humaine appropriée, sur la base du niveau de
priorité de l’instance et du score de fiabilité de la ressource.
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Figure G.2 – Aperçu de l’approche proposée

L’implémentation de cette approche dans notre étude de cas a prouvé son efficacité.
Cependant, comme notre approche est principalement basée sur le clustering, nous avons
rencontré des difficultés pour déterminer la priorité des événements qui appartiennent au
même cluster. Nous avons essayé de gérer ce degré d’incertitude en intégrant la logique
floue.

G.3.2 Contribution 2 : Gestion de l’incertitude dans les processus
métier par la logique floue

La gestion de l’incertitude concernant le niveau de priorité des événements d’un même
cluster (et donc qui partagent les mêmes caractéristiques - voir Figure G.3) est l’objectif
principal de notre deuxième contribution. Nous avons commencé par définir l’incertitude
et expliquer le raisonnement derrière le choix de la logique floue.

Cette approche est basée sur l’intégration d’un système d’inférence floue afin de déter-
miner le niveau de criticité des événements générés par un objet connecté d’une part
et le niveau de priorité des instances de processus métier déclenchées par ces événements
d’autre part. Le principal avantage de cette approche est que la logique floue nous permet
de gérer le degré d’incertitude concernant le niveau de criticité/priorité des événements
générés par certaines sources qui peuvent avoir les mêmes caractéristiques.
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Figure G.3 – Contrainte d’incertitude liée à la gestion des priorités

Figure G.4 – Système d’inférence floue pour la gestion d’incertitude

Notre système d’inférence floue (Fuzzy Inference System - FIS) est composé de deux
systèmes d’inférence floue en série (FIS 1 et FIS 2) voir Figure G.4. Le premier étant
destiné à la détermination du niveau de criticité de l’évènement et le second à la déter-
mination du niveau de priorité de l’instance.

Si on zoom sur la Figure G.4, on va voir que chaque système comprend quatre étapes
importantes : la fuzzification, les règles If- Then, l’agrégation et la défuzzification. Les
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Figure G.5 – FIS1: Détermination du niveau de criticité d’un événement

Figure G.6 – FIS2: Détermination du niveau de priorité d’une instance

figures (G.5 et G.6) résument les étapes d’un système d’inférence floue et décrivent les
différents blocs du FIS1 pour la détermination du niveau de criticité de l’évènement et du
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FIS2 pour la détermination du niveau de priorité de l’instance, respectivement.

Les résultats obtenus, après l’implémentation de cette approche, montrent des amélio-
rations prometteuses concernant le niveau de criticité/priorité des événements générés par
certaines sources qui peuvent avoir les mêmes caractéristiques.

G.3.3 Contribution 3 : Architecture IoDEP: Intégration IoT/BPM
vers un BPM augmenté

Comme troisième contribution, nous avons proposé une architecture IoT-BPM de
bout-en-bout. Nous avons nommé cette architecture IoDEP (IoT-Data-Event-Process).
L’idée derrière cette architecture est de gérer les données et les événements en même
temps via une approche d’intégration qui inclut quatre concepts :

— IoT pour détecter l’environnement,
— CEP pour détecter les situations d’intérêt via une analyse en temps réel d’un flux

d’évènements,
— Machine Learning pour analyser nos données, y trouver des modèles, puis faire des

prédictions, afin de faciliter la prise de décision,
— BPM pour gérer nos instances de processus métier.

Cette architecture permet une meilleur communication/intégration IoT-BPM et une
gestion proactive de bout-en-bout des incidents, en respectant toutes les étapes du proces-
sus de gestion des incidents à savoir : la Collecte, le Filtrage, la Détection/Identification,
l’Enregistrement, le Traitement, la Catégorisation, la Priorisation, l’Investigation et diag-
nostic et la Résolution.

Cette approche a été partiellement mise en œuvre.

G.4 Résumé des Perspectives

Les conclusions tirées dans cette thèse ouvrent des perspectives à court et moyen
terme. Certaines améliorations possibles pour notre travail ont été identifiées et sont
listées ci-après:

- Améliorer la gestion proactive des processus métier via l’exploration du prédictive
process mining. Il s’agit d’un domaine de la fouille de processus (Process mining) qui se
concentre sur la prédiction à l’avance de certains aspects de l’exécution d’un processus
en cours (inachevé), tels que : Le temps d’exécution d’une tâche ou d’une instance, La
prochaine activité, ou Le résultat (outcome), etc. L’objectif de cette perspective est de
combiner l’utilisation de l’exploration prédictive de processus sur des instances en cours
d’exécution et des techniques d’apprentissage automatique (la première contribution de
cette thèse) sur des données historiques (event logs, data set, etc.), (Voir Figure G.7 )
pour prédire la priorité des activités ou instances en cours d’exécution pour avoir plus
de flexibilité (en cas d’échec d’exécution par exemple), et aussi pour gérer l’allocation
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des ressources (matching basée sur la priorité des ressources disponibles, et savoir quand
intervenir en cas d’échec d’exécution ou en cas d’urgence, etc).

Figure G.7 – Aperçu de la perspective liée à l’exploration prédictive des processus

- Nous avons appliqué nos approches sur un ensemble de données et de journaux
d’événements statiques. Cependant, afin de réduire le délai entre le moment où l’événement
se produit dans le monde réel (et où l’instance est lancée) et le moment où l’information
utile est extraite et utilisée, nous proposons, comme perspective, d’utiliser le Streaming
process mining. L’objectif de cette technique est de traiter un flux de données, au lieu
d’un log statique d’événements, pour extraire des informations pertinentes sur les proces-
sus en cours.

- Améliorer l’aspect du traitement des événements par l’apprentissage et la génération
automatiques de règles, afin d’éviter la spécification manuelle des règles et de disposer
d’un plus grand nombre de règles couvrant plus de cas possibles. Cette étape facilitera la
transition vers une gestion proactive/prédictive des événements et des instances.
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