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Abstract

In his 1966’s paper "K -theory and Reality", Atiyah introduced a variant of K -theory of

complex vector bundles called K R-theory, which, in some sense, is a mixture of com-

plex K -theory KU , real K -theory (also called orthogonal K -theory) KO, and Anderson’s

self-conjugate K -theory K Sc. The main purpose of this thesis is to generalize that the-

ory to the non-commutative framework of twisted groupoid K -theory. We then introduce

twisted groupoid K R-theory by using the powerful machineries of Kasparov’s "real" K K -

theory. Specifically, we deal with the K -theory of Z2-graded C∗-algebras associated with

groupoid dynamical systems endowed with involutions. Such dynamical systems are clas-

sified by the Real graded Brauer group to be defined and computed in terms of Čech co-

homology classes. In this new K -theory, we give the analogues of the fundamental results

in K -theory such as the Mayer-Vietoris exact sequences, the Bott periodicity and the Thom

isomorphism theorem.

Résumé

Dans son article de 1966 intitulé "K -theory and Reality", Atiyah introduit une variante de

la K -théorie des fibrés vectoriels complexes, notée K R, qui, d’une certaine manière, en-

globe à la fois la K -théorie complexe KU , la K -théorie réelle KO (dite aussi orthogonale), et

la K -théorie auto-conjuguée K Sc d’Anderson. Dans cette thèse, nous généralisons cette

théorie au cadre non-commutatif de la K -théorie tordue des groupoïdes topologiques.

Nous développons ainsi la K R-théorie tordue des groupoïdes en nous servant principale-

ment des outils de la K K -théorie "réelle" de Kasparov. Il s’agit notamment de l’étude de la

K -théorie des C∗-algèbres graduées associées à des systèmes dynamiques de groupoïdes

munis de certaines involutions. Les classes d’équivalence de tels systèmes génèrent le

groupe de Brauer Réel gradué que nous définissons et calculons en termes de classes de

cohomologie de Čech. Nous donnons dans cette nouvelle théorie les analogues des résul-

tats classiques en K -théorie tels que les suites exactes de Mayer-Vietoris, la périodicité de

Bott et le théorème d’isomorphisme de Thom.
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3 Čech cohomology of Real groupoids 35

3.1 Real simplicial spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.2 Real sheaves on Real simplicial spaces . . . . . . . . . . . . . . . . . . . . . . . 38

3.3 Real G-sheaves and reduced Real sheaves . . . . . . . . . . . . . . . . . . . . . . 42

3.4 Real G-modules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.5 Pre-simplicial Real covers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
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3.10 ȞR1 and the Real Picard group . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.11 Ungraded Real extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
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1
Introduction

1.1 Overview of twisted K -theory

Twisted K -theory was introduced in the early 1970s by P. Donovan and M. Karoubi

in [28] as K -theory with local coefficients, by analogy with cohomology with local coeffi-

cients. Given a compact space X , they defined twisted orthogonal K -theory KO∗
α(X ) for

α ∈ B̂rO(X ) :=H 0(X ,Z8)×H 1(X ,Z2)×H 2(X ,Z2),

and twisted complex K -theory KU∗
α(X ) for

α ∈ B̂r(X )Tor s :=H 0(X ,Z2)×H 1(X ,Z2)×Tors H 3(X ,Z),

where B̂r(X )Tor s is the torsion subgroup of B̂r(X ) :=H 0(X ,Z2)×H 1(X ,Z2)×H 3(X ,Z).

The main motivation of their work was that twisted K -theory has appeared to be the

most natural way to display Thom isomorphism in K -theory. Indeed, if V is a real vector

bundle over X , the KO-theory of its Thom space is isomorphic to KO∗
α(X ), where

α=−(dimV mod 8, w1(V ), w2(V )) ∈ B̂rO(X ),

and where wi (V ), i = 1,2 are the first Stiefel-Whitney classes. More precisely, KO∗
α(X ) is

defined to be the K -theory of the Banach algebraC(X ;C l (V )) of continuous sections of the

real Clifford bundle C l (V ), which is a bundle of Z2-graded real Matrix algebras [42]. Thom

isomorphism for complex bundles expresses analogously (one needs then to consider the

complexified Clifford bundle Cl (V ) := C l (V )⊗R C). Given that not all α arise from Clif-

ford bundles, it had proved interesting to generalize that definition for the whole B̂rO(X )

and B̂r(X )Tor s . Fortunately, these groups classify bundles of simple central Z2-graded al-

gebras over R and C, respectively; such bundles are known as Azumaya bundles [33]. More

1



2 1. INTRODUCTION

concretely, a bundle A−→ X is Azumaya if its typical fibre is a graded Matrix algebra. The

graded orthogonal Brauer group B̂rO(X ) (resp. the complex graded Brauer group B̂r(X )Tor s)

is isomorphic to the set of Morita equivalence classes of real (resp. complex) Azumaya

bundles on X [28, 92], equipped with the operation of graded tensor products. Then if A is

any representative of the class corresponding to α, KO−n
A

(X )=KO−n
α (X ) :=KOn(C(X ;A)),

and KU−n
A

(X ) = KU−n
α (X ) := Kn(C(X ;A)) in the complex case [28, 43]. For non compact

spaces, one takes the algebra C0(X ;A) of continuous sections vanishing at infinity. There

is a pairing

K−n
α (K )⊗K−m

β (X )−→K−n−m
α+β (X ),

where K is either KO or KU , and if α is trivial, one recovers the ordinary K -theory. More-

over, twisted K -theory provides a generalization of Thom isomorphism.

Theorem 1.1.1. ( [28, Theorem 6.15], [43, Theorem 4.2]). Let π : V −→ X be a Euclidean

vector bundle on X , and A be an Azumaya bundle on X . Then

K ∗
A⊗̂C l (V )(X )∼=K ∗

π∗A(V ).

In investigating continuous-trace C∗-algebras 1 in the late 1980s, J. Rosenberg was led

to introduce twisted K -theory when the twisting is an ungraded non-torsion element of

B̂r(X ) ( [78]). The idea came from the pioneering work of J. Dixmier and A. Douady linking

separable continuous-traces C∗-algebras and Čech cohomology ( [27]). Indeed, from [27,

Lemme 22,Théorèmes 11, 12, 13, & 14], we have the following correspondences:

Theorem 1.1.2. Let X be a locally compact second-countable Hausdorff space. Then⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Stable separable

continuous− trace

C∗−algebras

with spectrum X

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
∼=

⎧⎪⎨⎪⎩
Elementary

C∗−bundles

over X

⎫⎪⎬⎪⎭∼=
⎧⎪⎨⎪⎩

PU(H)−principal

bundles

over X

⎫⎪⎬⎪⎭∼= Ȟ 2(X ,S1).

Recall that an elementary C∗-bundle is a bundle A −→ X of elementary C∗-algebras

(i.e. Ax
∼=K(H), where H is a separable Hilbert space) satisfying Fell’s condition (see [78,

75, 29]), and with structure group (K(H))∼= PU(H).

Given α ∈ Ȟ 2(X ,S1)∼= Ȟ 3(X ,Z), K -theory of X twisted by α is defined ( [78, §2]) by

K−i
α (X ) :=Ki (A)=Ki (C0(X ;A)),

1A C∗-algebra A is continuous-trace if its spectrum Â is Hausdorff and if the continuous-trace elements{
a ∈ A+ |Trπ(a)<∞,∀π ∈ Â, and π 	−→Trπ(a) is continuous on Â

}
are dense in A+ (see [78, 75] for instance).
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where A (resp. A) is any stable separable continuous-trace C∗-algebra with spectrum

X (resp. any elementary C∗-bundle over X ) realizing α in the sense of the above bijec-

tions. A topological interpretation of these groups have been given as follows. Denote

by Fred(0) the space of Fredholm operators on the infinite-dimensional separable Hilbert

space H, and let Fred(1) denote the subspace of self-adjoint operators in Fred0. Rosenberg

has proved the following ( [78, Proposition 2.1]))

Proposition 1.1.3. If α corresponds to a PU(H)-principal bundle P −→ X , then

K 0
α(X ) ∼= [

P,Fred(0)]PU(H)
,

K 1
α(X ) ∼= [

P,Fred(1)]PU(H)
,

where the right hand sides are the sets of homotopy classes of PU(H)-equivariant continu-

ous functions, with homotopy being in Fred(i ), i = 0,1.

The classification of Theorem 1.1.2 was extended by E. Parker [70] to the graded case,

offering then a C∗-algebraic picture of B̂r(X ):

Theorem 1.1.4 (E. Parker 1988). The set B̂r(X ) of isomorphism classes of stable separa-

ble continuous-trace Z2-graded C∗-algebras with spectrum X , subject to the operation of

graded tensor products, is isomorphic to Ȟ 0(X ,Z2)× Ȟ 1(X ,Z2)× Ȟ 3(X ,Z).

Since the late 1990s, twisted K -theory has played a prominent part in mathematical

physics, especially in string theory. Indeed, it has proved a good candidate for a mathe-

matical attempt to classify, for instance D-brane charges and Ramond-Ramond fields [95,

37, 60, 13, 16, 15]. Further generalizations and various versions of twisted K -theory have

then been elaborated during the last decade, such as K -theory twisted by graded infinite-

dimensional twist (Atiyah-Segal [8]), K -theory of bundle gerbes (see Bouwknegt et al. [14]),

twisted KO-theory and K -theory of real bundle gerbes (Mathai, Murray, and Stevenson [58]),

equivariant K -theory twisted by discrete torsions and twisted orbifold K -theory (Adem-

Ruan [1, 2]), and twisted K -theory of differentiable stacks using the theory of groupoids

(Tu-Xu-Laurent [90], see also Freed-Hopkins-Teleman [30] and J.-L. Tu [87]). The latter is

more general in the complex case, in that it contains all of the other versions of twisted

complex K -theory. Indeed, the concept of groupoid is, in a sense, the natural generaliza-

tion of space, group, and the data of a space acted upon by a group.

Abstractly, a groupoid ( [63, 76]) is a small category 2 in which all morphisms are in-

vertible. More concretely, a groupoid consists of a unit space G(0) consisting of objects,

a space of arrows G(1), two maps s,r : G(1) −→ G(0), called source and range (or target)

2A small category is a category for which the collection C0 of objects and the collection C1 of morphisms

are sets.
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maps, respectively, an inversion i : G(1) 
 g 	−→ g−1 ∈ G(1), and a partial multiplication

m :G(2) 
 (g ,h) 	−→ g h ∈G(1), where G(2) is the set of composable arrows

G(2) := {(g ,h) ∈G(1)×G(1) | s(g )= r (h)
}

.

Such a data is often symbolized by G
��r

s
�� X , where X = G(0), or just by G. Also, for the

sake of simplicity, one writes G instead of G(1). A topological groupoid is a groupoid G for

which the unit space and space of morphisms are topological spaces, and all of the above

maps (the structural maps) are continuous. From now on, by a groupoid we will mean a

topological one.

Twistings of groupoid complex K -theory are defined in terms of elementary complex

C∗-bundles A over the unit space endowed with an action of the space of morphisms G

by ∗-automorphisms; i.e., there is a family α = (α)g∈G of ∗-isomorphisms αg : As(g )
∼=−→

Ar (g ) with the property that αg ◦αh =αg h whenever the product makes sense, and αg−1 =
(αg )−1. Such bundles are called a Dixmier-Douady bundles over G

��r
s

�� X and generate

an Abelian group Br (G) called the Brauer group, which was introduced by Kumjian-Muhly-

Renault-Williams in [49]. This group has been shown to classify S1-central extensions of

groupoids up to Morita equivalence and to be isomorphic to the second groupoid Čech

cohomology with coefficients in S1. We shall note that the notion of groupoid S1-central

extension "up to Morita equivalence", generalizes Murray’s bundle gerbes [67] and offers a

geometric interpretation of the groupoid cohomology Ȟ 2(G•,S1).

The graded analogue B̂r(G) of Br (G) has been given for instance in [30] and [87], where

similar isomorphism as that of E. Parker (cf. Theorem 1.1.4) was established. Elements

of B̂r(G) are then represented by Z2-graded Dixmier-Douady bundles over G
��r

s
�� X ; the

automorphisms αg are then required to by isomorphisms of Z2-graded C∗-algebras.

Given A ∈ B̂r(G), one defines the reduced C∗-algebra A�r G as the reduced C∗-algebra

of the Fell bundle A′ ( [48]) defined as the pull-back s∗A −→ G. This is naturally a Z2-

graded C∗-algebra where the grading is induced from the fibers of A. The groups K ∗
A

(G•)

( [87]) are henceforth defined by means of Kasparov’s K K -theory ( [46, 45, 47, 9, 39]):

K−i
A (G•) :=K Ki (C,A�r G).

This 2-periodic theory admits a topological interpretation in the case where G is a

proper groupoid (see [30, 90]); i.e., for all compact subspace K ⊂ G(0), the space GK of

arrows whose targets are in K is compact in G. In the particular case of twists that are tor-

sions, there is the notion twisted vector bundle over a proper groupoid, which may provide

a geometric picture of groupoid twisted K -theory ( [90]). For instance, if G reduces to a

locally compact Hausdorff space X , then an extension up to Morita equivalence over X is

nothing but a bundle gerbe over X , and a twisted vector bundle is nothing but a bundle

gerbe module in the sense of [14]. In that case, groupoid twisted K -theory coincides with
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K -theory of bundle gerbes. All of these points will be clarified in this thesis.

It is worth noting that in the torsion case, twisted K -theory of locally compact spaces

behaves almost as K -theory of complex vector bundles. Roughly speaking, it has been

proved by Mathai, Melrose, and Singer in [55] that for α a (ungraded) torsion in the sheaf

cohomology group Ȟ 2(X ,S1)∼= Ȟ 3(X ,Z), K 0
α(X ) is isomorphic to the Grothendieck group

of isomorphism classes of α-twisted vector bundles over X . By definition, if an n-torsion

α is represented on an open cover (Ui )i∈I of X , an α-twisted vector bundle is the data of

a family (Ei )i∈I of complex vector bundles Ei −→Ui of the same fixed rank, and transition

functions hi j : Ui j −→U(n) satisfying hi j (x)◦h j k (x)=αi j k (x)hi k (x),∀x ∈Ui j k =Ui ∩U j ∩
Uk . In particular, when X is a (compact) manifold, it makes sense to talk about index

theory in twisted K -theory (see Mathai-Melrose-Singer [55, 56, 57], or Nistor-Troitsky [68]

for the equivariant case)

Twisted vector bundles are of particular interest when it comes to the K -theory of sep-

arable continuous-trace C∗-algebras all representations of which are of finite dimension.

Example 1.1.5. Let G be a compact Lie group, and Ĝ its dual space. A basic fact in the theory

of group representations is that all irreducible representations of G are of finite rank, and the

spectrum of the group C∗-algebra C∗(G) is homeomorphic to Ĝ (see for instance [26]). For

d ∈N, let Ĝd be the open subset of Ĝ generated by all irreducible representations of dimen-

sion m. Then there are Azumaya bundlesAd −→ Ĝd ,d ∈N, such that C∗(G)∼=⊕d C0(Ĝd ;Ad )

(see [68, Corollary 5.5]). Therefore,

Ki (C∗(G))∼=
⊕

d

K−i
Ad

(Ĝd ),

and since the Ad are Azumaya, they are torsion elements in the Brauer group, and hence the

right hand side of that isomorphism furnishes a geometric interpretation of the K -theory of

C∗(G) in terms of twisted vector bundles.

1.2 Why twisted groupoid K R-theory ?

The theory to be developed here is a first attempt to study groupoid KO-theory twisted

by Dixmier-Douady real C∗-bundles. Our strategy is to construct a variant of twisted K -

theory in which we will not lose the informations of twisted complex K -theory. For this

end, a twisted version of Atiyah’s K R-theory [6] appears to be the ideal candidate, for in

the untwisted case, it is a theory combining all the known K -theories of vector bundles;

i.e. K -theory of complex vector bundles, K -theory of real vector bundles, and K -theory of

self-conjugate vector bundles, denoted by K SC (Anderson [5], Smith-Stong [86]).
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K R-theory is defined in the category of Real spaces. A Real 3 space is a space X en-

dowed with an involution τ : X −→ X ; i.e. τ is an isomorphism such that τ2 = Id. Of course

here the word "isomorphism" depends on the category we are working in: it is a homeo-

morphism in the category of topological spaces, a diffeomorphism in the category of real

manifolds, a holomorphic or anti-holomorphic diffeomorphism in the category of com-

plex manifolds (Landweber [51]). The fixed point set of X is called the Real part of X . Let

us give some simple examples:

1. For n = p+q ∈N, give Rn =Rp ⊕Rq the involution

(x1, ..., xp , y1, ..., yq ) 	−→ (x1, ..., xp ,−y1, ...,−yq ).

Then with respect to this involution Rn is a topological Real space, denoted by Rp,q ;

the Real part of Rp,q is Rp . In particular, Rp,p is the same as Cp endowed with the

involution consisting of complex conjugation. Note that the Real part of R0,q is {0}.

2. With respect to the involution given by coordinatewise complex conjugation

[z1, ..., zn] 	−→ [z̄1, ..., z̄n],

the complex projective space PCn is a Real space whose Real part identifies with the

real projective space RPn .

3. Let M be a complex analytic manifold, and let M op denote its conjugate complex an-

alytic manifold. Then M ∪M op is given the structure of Real complex analytic man-

ifold with an empty Real part, by considering the involution consisting of switching

M and M op ( [51]).

Let X be a locally compact Hausdorff Real space. A Real vector bundle over X is a

complex vector bundle E −→ X which is itself a Real space, with the property that the the

projection intertwines the involutions, and that for all x ∈ X , the induced isomorphism

τx : Ex −→ Eτ(x) is conjugate-linear; i.e. τx(λe)= λ̄τx(e), ∀λ ∈C,e ∈ Ex . An isomorphism of

Real vector bundles is an isomorphism of complex vector bundles compatible with the in-

volutions in the obvious sense. The group K R(X ) is defined to be the Grothendieck group

of the isomorphism classes of Real vector bundles over X . The higher K R-groups are de-

fined by K Rq−p (X ) :=K R(X ×Rp,q ), where the involution on X ×Rp,q is the product of the

ones of X and Rp,q . In particular, if τ = Id, then each fibre of a Real vector bundle E is

in fact the complexification of a real vector, so that E = ER⊗C is the complexification of

a real vector bundle ER −→ X defined as the fixed points of E . It follows that there is an

equivalence between the category of Real vector bundles over X and the category of real

vector bundles, and therefore K R(X )∼=KO(X ).

3Note the capitalization, used here to avoid any confusions with real manifolds or vector spaces over R.



1.2. Why twisted groupoid K R-theory ? 7

However, as we are dealing with non-commutative spaces, Kasparov’s generalization

of K R-theory is more relevant to the study of twisted groupoid K R-theory. Indeed, in his

1980’s founding article 4 of K K -theory, Kasparov focused on Real graded C∗-algebras;

i.e., Z2-graded complex C∗-algebras A which are the complexifications of real graded C∗-

algebras ( [53, 81]) AR (the Real part of A), or equivalently, Z2-graded complex C∗-algebras

endowed with conjugate linear involutions respecting the gradings. Given two such C∗-

algebras A and B , the group K K R(A,B) is defined to be the subgroup of K K (A,B) gen-

erated by all Kasparov A,B-modules (E ,ϕ,F ) that are complexifications of real Kasparov

AR,BR-modules in a sense to be determined later. For instance, for p, q ∈N, the complex

Clifford algebra Clp,q ( [7, 42, 81]), endowed with the involution induced from the involu-

tion on Rp,q ⊗R C (where C is given the complex conjugation), is a Real graded C∗-algebra

whose Real part identifies with the real Clifford algebra C lp,q . The higher K K R-groups are

given by

K K Rp−q (A,B) :=K K R(A⊗̂Clp,q ,B)∼=K K R(A,B⊗̂Clq,p ).

In view of the 8-periodic property of complex Clifford algebras ( [7]), Bott periodicity

in K K R-theory expresses the following way

K K Ri+8(A,B)∼=K K R(A,B), i ∈Z.

Example 1.2.1. Let X be a Real space, and let the C∗-algebra C0(X ) of complex valued con-

tinuous functions on X be endowed with the involution C0(X ) 
 f 	−→ f̄ ∈ C0(X ), with

f̄ (x) := f (τ(x)), x ∈ X . Then C0(X ) is a Real (trivially) graded C∗-algebra. Moreover, it is

not hard to check that K K R(C,C0(X )) ∼= K R(X ). In particular, if τ is trivial, then C0(X )R ∼=
C0(X ;R), and in that case K K R(C,C0(X ))∼=K KO(R,C0(X ;R))∼=KO(X ).

It then would make sense to think of Kasparov’s K K R-theory as the non-commutative

analog of Atiyah’s K R. For a Real graded C∗-algebra B , we define its K R-theory to be

K Ri (B) :=K K R(C,B), where C is equipped with the involution consisting of complex con-

jugation.

Note that although K R∗(B) is a subgroup of K∗(B), one captures, to a certain extent,

all the informations of the latter from the study of the former. Indeed, we have shown the

following decomposition 5

Proposition 1.2.2. Let B be a Real graded C∗-algebras. Then

Ki (B)⊗Z[1/2]∼= (K Ri (B)⊕K Ri−2(B))⊗Z[1/2].

4 [46] is the English translation of the original paper written in Russian: Kasparov, G., The operator K-

functor and extensions of C∗-algebras. Izv. Akad. Nauk. SSSR Ser. Mat. 44 (1980).
5See Proposition 6.4.5 and Proposition 6.4.7.
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Let us now set about introducing twisted K R-theory of locally compact second count-

able Hausdorff groupoids. By a Real groupoid we mean a topological groupoid together

with a groupoid isomorphism τ : G −→ G such that τ2 = Id. For instance, a Real space

X may be thought of as a Real groupoid with unit space and space of arrows identified

with X . Also, a group with involution is a Real groupoid with unit space reduced to one

point; e.g. the unit sphere S1 endowed with the complex conjugation is a Real groupoid

S1 ���� · which plays an important role in the study of twists of K R-theory. Morphisms

of Real groupoids are defined as functors intertwining the involutions. Besides such mor-

phisms, there is the notion of generalized morphisms of Real groupoids which is defined

almost as in the usual case ( [90, 63]). Such generalized morphisms may also be connected

by some notion of Real morphisms. Real groupoids are then the objects of a 2-category

in which 1-morphisms are generalized morphisms and 2-morphisms are morphisms be-

tween generalized morphisms. Moreover, we will be working in a category RG in which

objects are Real groupoids and morphisms are 2-isomorphism classes of 1-morphisms.

Definition 1.2.3 (Definition 4.1.1). By a Real graded D-D bundle over a Real groupoid G we

mean a Dixmier-Douady bundle π :A−→ X overG endowed with an involution σ :A−→A

such that π(σ(a)) = τ(π(a)),∀a ∈ A, the induced maps σx : Ax −→ Aτ(x) are anti-linear

graded ∗-isomorphisms, and ατ(g )(σ(a))=σr (g )(a),∀g ∈G, a ∈As(g ).

The Real graded Brauer group B̂rR(G) of G is defined as the set of Morita equivalence

classes of Real graded D-D bundles, subject to the operation of Real graded tensor prod-

uct over the unit space X . We denote by B̂rR0(G) the subgroup of B̂rR(G) generated by Real

graded D-D bundles A satisfying the property: for every x ∈ X , there exists a neighbor-

hood U of x which is invariant under τ such that the Real space π−1(U ) is homeomorphic

to te Real space U × K̂0, where K̂0 is the Real graded C∗-algebra K(Ĥ) of compact oper-

ators over the graded Hilbert space Ĥ := l 2(N)⊕ l 2(N) endowed with the involution given

by the coordinatewise complex conjugation with respect to its canonical orthonormal ba-

sis, and the grading (h,k) 	−→ (k,h). In fact, elements of B̂rR0(G) expresses as generalized

morphisms as follows. Let Û (Ĥ) be the group of homogeneous unitaries on Ĥ, endowed

with the involution induced from Ĥ. Then Ĥ is a Real groupoid with an obvious action by

S1 which is compatible with the involutions. Let P̂U(Ĥ) := Û(Ĥ)/S1. Then

Theorem 1.2.4 (Theorem 4.7.4). Let G be a locally compact second countable Hausdorff

Real groupoid with Haar system ( [76]). Then

B̂rR0(G)∼=HomRG(G, P̂U(Ĥ))st ,

where HomRG(G, P̂U(Ĥ))st is the subset of stable elements of HomRG(G, P̂U(Ĥ)).

In order to establish a cohomological formula of B̂rR(G), we need to define a coho-

mology theory ȞR∗ relevant to Real groupoids. This is a variant of J.-L. Tu’s groupoid co-
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homology ( [88]) which takes values on sheaves endowed with involutions. Although this

theory behaves like a Z2-equivariant Čech cohomology, it is not.

We define a peculiar Real group InvK̂ generated by triples of the form (K̂,K̂−,t), where

K̂ and K̂− are graded elementary C∗-algebras and t : K̂−→ K̂− is a graded conjugate linear
∗-isomorphism. One of the main result of this thesis is the following

Theorem 1.2.5. Let G be a locally compact Hausdorff second countable Real groupoid with

Haar system. There is a natural isomorphism

B̂rR(G)∼= ȞR0(G•, InvK̂)× ȞR1(G•,Z2)× ȞR2(G•,S1),

where the group Z2 is given the trivial involution and S1 is given the complex conjugation.

In the particular case of a fixed point free involution τ on G, the complex graded Brauer

goup B̂r(G) and B̂rR(G) are related through the nice decomposition

B̂r(G)⊗Z[1/2]∼= (B̂rR(G)⊕ B̂r(G/τ)
)⊗Z[1/2],

where G/τ is the groupoid obtained by identifying every g ∈ G with its image τ(g ). The

other extreme case is when τ is the trivial involution. In that case, we show that B̂rR(G)

offers a generalization of Donovan-Karoubi’s graded orthogonal Brauer group B̂rO (see

Theorem 4.3.6).

Now for A ∈ B̂rR(G), the reduced C∗-algebra A�G is actually a Real graded C∗-algebra

(see Chapter 5). Then, the twisted Real K -theory of G is defined as

K R−i
A (G•) :=K Ri (A�r G).

From Proposition 1.2.2 we deduce

Theorem 1.2.6 (Theorem 6.4.1). Twisted complex K -theory and twisted Real K -theory are

related by the following decomposition

K ∗
A(G•)⊗Z[1/2]∼= (K R∗A(G•)⊕K R∗−2

A (G•)
)⊗Z[1/2].

Of course by taking τ to be the trivial involution, twisted K R-theory is nothing but a

generalization of twisted KO-theory for topological groupoids.

We give various interpretations of this theory: topological in terms of Real Fredholm

operators, as well as geometric in terms of Real graded twisted vector bundles. For the

topological one, we show the following result

Theorem 1.2.7 (Theorem 7.4.2). Suppose the Real groupoid G is proper. Let A ∈ B̂rR0(G).

Then associated to A, there is a Real proper groupoid Γ
��r

s
�� Y together 1-isomorphism

G−→ Γ, and for p, q ∈N, a generalized morphism Pp−q : Γ−→ P̂Up−q (Ĥ), such that

K Rq−p
A

(G•)∼=
[
Pp−q /Γ, F̂p−q

]P̂Up−q (Ĥ)

R
,
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where the right hand side is the set of homotopy classes of Real P̂Up−q (Ĥ)-equivariant con-

tinuous functions. Here Ĥ is endowed with some Real graded Clp,q -action; P̂Up−q (Ĥ) is the

Real subgroup of P̂U(Ĥ) consisting of equivalence classes of unitaries commuting with the

Clp,q -action, F̂p−q is the Real space of degree 1 Fredholm operators on Ĥ.

This identification allows us to define the multiplicative structure

K R−i
A (G•)⊗K R− j

B
(G•)−→K R−i− j

A+B (G•)

for Real proper groupoids (Proposition 7.5.1).

Finally, we introduce Real groupoid-equivariant K K -theory via correspondences, which

provides an elegant proof of Thom isomorphism in twisted groupoid K -theory (cf. Theo-

rem 9.8.1), and allows us to prove that twisted K R-theory is a covariant functor in the

category of Real proper groupoids.

1.3 General plan

We have tried, to the extent possible, to write this thesis in a self-contained way. It is

organized as follows:

• Chapter 2 is devoted to elementary notions and results about Real groupoids and

Real graded extensions.

• In Chapter 3 we define Real Čech cohomology theory for Real groupoids, and then

connect it to Real graded central extensions.

• In chapter 4 we introduce the Real graded Brauer group of a Real groupoid, and then

give it a Real cohomological formula. We shall however point out that this chap-

ter requires familiarity with Real graded elementary C∗-algebras and Real fields of

graded C∗-algebras discussed in Appendices A, B and C. Mainly, the classification of

Real graded elementary C∗-algebras established in Appendix A is a prerequisite.

• Chapter 5 is an expository about Real graded Fell bundles and their associated Real

graded C∗-algebras. Especially, we prove the analog of the well-known Renault’

equivalence theorem, for the reduced Real graded C∗-algebras of Morita equivalent

Real graded Fell systems. This result is important in the study of twisted K R-theory,

especially when it comes to geometric interpretation.

• Chapter 6 is an introduction to twisted K R-theory of locally compact second count-

able Hausdorff Real groupoids. Tha analogues of the fundamental results of K -

theory are established: Bott periodicity, Mayer-Vietoris exact sequence, and exten-

sion maps.
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• In Chapter 7 we give a topological formulation of twisted K R-theory in the proper

case.

• In Chapter 8 we focus on the case where the twists are torsions elements of the Real

graded Brauer goup. We then introduce K -theory of Real graded twisted vector bun-

dles, which we compare to twisted K R-theory. The last section of this chapter is

devoted to the case of transformation Real groupoids.

• Chapter 9 is aimed at investigating groupoid equivariant Real K K -theory using C∗-

correspondences, which we use to prove Thom isomorphism in twisted K R-theory.
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2
Real groupoids

2.1 Definitions and Examples

Recall that a strict homomorphism between two groupoids G
��r

s
�� X and Γ

��r
s

�� Y is a

functor ϕ : Γ −→ G given by a map Γ(0) −→ G(0) on objects and a map Γ(1) −→ G(1) on ar-

rows, both denoted again by ϕ, which together preserve the groupoid structure maps, i.e.

ϕ(s(γ)) = s(ϕ(γ)), ϕ(r (γ)) = r (ϕ(γ)), ϕ(1y ) = 1ϕ(y) and ϕ(γ1γ2) = ϕ(γ1)ϕ(γ2) (this means

that also ϕ(γ−1) = ϕ(γ)−1), for any (γ1,γ2) ∈ Γ(2) and any y ∈ Γ(0). Unless otherwise speci-

fied, all our groupoids are topological groupoids which are supposed to be Hausdorff and

locally compact. We can now give the following definition.

Definition 2.1.1. A groupoid is a groupoid G
��r

s
�� X together with a strict 2-periodic

homeomorphism ρ :G−→G. The homeomorphism ρ is called a G.

Such a groupoid will be denoted by a pair (G,ρ).

Example 2.1.2. Any topological Real space (X ,ρ) in the sense of Atiyah ( [6]) can be viwed

as a Real groupoid whose the unit space and the space of morphisms are identified with X ;

i.e, the operations in this Real groupoid is defined by s(x)= r (x)= x, x.x = x, x−1 = x.

Example 2.1.3. Any group with involution can be viewed as a Real groupoid with unit space

identified with the unit element. Such a group will be called Real.

Real abelian groups will play an important role in the study of twisted K -theory of Real

groupoids.

Lemma 2.1.4. Let G be an abelian group equipped with an involution τ : G −→G (i.e. a

Real structure). Set

ℜ(τ) := {g ∈G | τ(g )= g }= RG , ℑ(τ) := {g ∈G | τ(g )=−g }.

13



14 2. REAL GROUPOIDS

Then,

G⊗Z[
1

2
]∼= (ℜ(τ)⊕ℑ(τ))⊗Z[

1

2
]. (2.1)

If τ is understood, we will write IG for ℑ(τ). We call ℜ(τ) and ℑ(τ) the Real part and the

imaginary part of G, respectively.

Proof. For all g ∈G , one has g +τ(g ) ∈ RG , and g −τ(g ) ∈ IG . Therefore, after tensoring G

with Z[1/2], every g ∈G admits a unique decomposition

g = g +τ(g )

2
+ g −τ(g )

2
∈Z[1/2]⊗

(
RG⊕ IG

)
.

Example 2.1.5 (The Real spaces Rp,q and Sp,q ). Let n ∈ N∗. Suppose ρ is a Real structure

on the additive group Rn. Then, every u ∈Rn decomposes into a unique sum v+w such that

ρ(v)= v and ρ(w)=−w. Indeed, u = u+ρ(u)
2 + u−ρ(u)

2 , so that Rn = ker( 1−ρ
2 )⊕ Im( 1−ρ

2 ), and

with respect to this decomposition, ρ is given by ρ(v, w)= (v,−w). It then follows that there

exists a unique decomposition Rn =Rp ⊕Rq such that ρ is determined by the forumula

ρ(x, y)= (1p ⊕ (−1q ))(x, y) := (x,−y),

for all (x, y)= (x1, · · · , xp , y1, · · · , yq ) ∈Rp ⊕Rq .

For each pair (p, q) ∈ N, we will write Rp,q for the additive group Rp+q equipped with the

Real structure (1p ⊕ (−1q )).

Now, we define the Real space Sp,q as the invariant subset (i.e. invariant under the Real

structure) of Rp,q consisting of those u ∈ Rp+q such that ‖u‖ = 1, where as usual, ‖u‖2 =
x2

1+·· ·+x2
p + y2

1 +·· ·+ y2
q . For q = p, Sp,p is clearly identified with the Real space Sp whose

Real structure is given by the coordinatewise complex conjugation. Notice that r Sp,q = Sp,0.

Example 2.1.6. Let (X ,ρ) be a topological Real space. Let us consider the fundamental

groupoid π1(X ) over X whose arrows from x ∈ X to y ∈ X are homotopy classes of paths (rel-

ative to end-points) from x to y and the partial multiplication given by the concatenation of

paths. The involution ρ induces a Real structure on the groupoid as follows: if [γ] ∈ π1(X ),

we set ρ([γ]) the homotopy classes of the path ρ(γ) defined by ρ(γ)(t ) := ρ(γ(t )) for t ∈ [0,1].

Let us fix some notations and conventions.

Notations 2.1.7. From now on, by a Real structure on a groupoid, we will mean a represen-

tative of a conjugation class of Real structures. Moreover, for the sake of simplicity, we will

put ḡ := ρ(g ), and we will just write G instead of (G,ρ) when ρ is understood.

Definition 2.1.8. Two Real structures ρ and ρ′ on G are said to be conjugate if there exists a

strict homeomorphism φ :G−→G such that ρ′ =φ◦ρ◦φ−1. In this case we say that the Real

groupoids (G,ρ) and (G,ρ′) are equivalent.
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Lemma 2.1.9. Let G and Γ be Real groupoids, and let φ : Γ−→ G be a Real groupoid homo-

morphism, then φ(rΓ) is a full subgroupoid of rG
���� r X . If in addition φ is an isomor-

phism, then rΓ∼= rG
���� r X .

In particular, if ρ1 and ρ2 are two conjugate Real structures on G, then ρ1G∼= ρ2G.

Proof. This is obvious since φ(γ̄)=φ(γ) for all γ ∈ Γ.

Remark 2.1.10. Note that the converse of the second statement of the above lemma is false

in general. For instance, consider the Real group S1 whose Real structure is given by the

complex conjugation, and the Real group Z2 (with the trivial Real structure). We have RS1 =
{±1}∼=Z2 = RZ2.

The following is an example of groupoids with equivalent Real structures.

Example 2.1.11 (Symmetric Riemannian manifold). Recall ( [34, IV.3]) that a Rieman-

nian manifold X is called if each point x ∈ X is an isolated fixed

point of an involutive isometry sx : X −→ X ; i.e. sx is a diffeomorphism verifying s2
x = IdX

and sx(x) = x. Moreover, for every two points x, y ∈ X , sx and sy are related through the

formula sx ◦ sy ◦ sx = ssx (y).

Given such a space, each point x ∈ X defines a Real structure on X which leaves x fixed.

However, let x and y be two different points in X and let z ∈ X be such that y = sz(x). Then,

we get sz ◦ sx ◦ sz = sy which means that the diffeomorphism sz : X −→ X implements an

equivalence sx ∼ sy . But since x and y are arbitrary, it turns out that all of the Real struc-

tures sx are equivalent. Thus, all of the Real spaces (X , sx) are equivalent to each others.

Now, recall ( [34, IV. Theorem 3.3]) that if G denotes the identity component of I (X ),

where the latter is the group of isometries on X , then the map σx0 : g 	−→ sx0 g sx0 is an invo-

lutive automorphism in G, for any arbitrary x0 ∈ X . It follows that all of the points of X give

rise to equivalent Real groups (G ,σx).

Definition 2.1.12. Real covers Let (X ,ρ) be a Real space. We say that an open cover U =
{Ui }i∈I of X is Real if U is invariant with respect to the Real structure ρ; i.e. ρ(Ui ) ∈U,∀i ∈ I .

Alternatively, U is Real if I is equipped with an involution i 	−→ ī such that Uī = ρ(Ui ) for

all i ∈ I .

Remark 2.1.13. Observe that Real open covers always exist for all locally compact Real space

X . Indeed, let V = {Vi ′}i ′∈I ′ be an open cover of the space X . Let I := I ′ × {±1} be endowed

with the involution (i ′,±1) 	−→ (i ′,∓1). Next, put U(i ′,±1) := ρ(±1)(Vi ′), where ρ(+1)(g ) := g ,

and ρ(−1)(g ) := ρ(g ) for g ∈G.

From now on, by a Real structure we will mean (a representative of) an equivalence

class of Real structures.
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Definition 2.1.14 (Real action). Let (Z ,τ) be a locally compact Hausdorff Real space. A

(continuous) right Real action of (G,ρ) on (Z ,τ) is given by a continuous open map s : Z −→
G(0) ( called the ) and a continous map Z ×s,G(0),r G −→ Z , de-

noted by (z, g ) 	−→ zg , such that

(a) τ(zg )= τ(z)ρ(g ) for all (z, g ) ∈ Z ×s,G(0),r G;

(b) ρ(s(z))= s(τ(z)) for all z ∈ Z ;

(c) s(zg )= s(g );

(d) z(g h)= (zg )h for (z, g ) ∈ Z ×s,G(0),r G and (g ,h) ∈G(2);

(e) zs(z) = z for any z ∈ Z where we identify s(z) with its image in G by the inclusion

G(0) �→G.

If such a Real action is given, we say that (Z ,τ) is a (right) Real G-space.

Likewise a (continuous) left Real action of (G,ρ) on (Z ,τ) is determined by a continu-

ous Real open surjection r : Z −→ G(0) (the of the action) and a

continuous Real map G×s,G(0),r Z −→ Z satisfying the appropriate analogues of conditions

(a), (b), (c), (d) and (e) above.

Given a right Real action of (G,ρ) on (Z ,τ) with respect to s, let Ψ : Z×s,G(0),r G−→ Z×Z

be defined by the formula Ψ(z, g )= (z, zg ). Then we say that the action is if this map

is one-to-one (or in other words if the equation zg = z implies g = s(z). The action is called

if Ψ is proper.

Notations 2.1.15. If we are given such a right (resp. left ) Real action of (G,ρ) on (Z ,τ), and

if there is no risk of confusion, we will write Z ∗G (resp. G∗ Z ) for Z ×s,G(0),r G (resp. for

G×s,G(0),r Z ).

2.2 Real G-bundles

Definition 2.2.1. Let (G,ρ) be a Real groupoid. A Real (right) G-bundle over a Real space

(Y ,�) is a Real (right) G-space (Z ,τ) with respect to a map s : Z −→G(0), together with a Real

map π : Z −→ Y satisfying the relation π(zg ) = π(z) for any (z, g ) ∈ Z ×s,G(0),r G, and such

that for any y ∈ Y , the induced map

τy : Zy −→ Z�(y)

on the fibres is G-antilinear in the sense that for (z, g ) ∈ Zy ×s,G(0),r G we have

τy (zg )= τy (z)ρ(g )
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as an element in Z�(y).

Such a bundle (Z ,τ) is said to be principal if

(i) π : Z −→ Y is (means that it is surjective and admits local sections),

and

(ii) the map Z ×s,G(0),r G−→ Z ×Y Z , (z, g ) 	−→ (z, zg ) is a Real homeomorphism.

Remarks 2.2.2.

(1). The unit bundle. Given a Real groupoid (G,ρ), its space of arrows G(1) is a G-

principal Real bundle over G(0). Indeed, the projection is the range map r : G(1) −→ G(0),

the generalized source map is given by s and the action is just the partial multiplication on

G. This bundle is denoted by U (G) and is called the bundle of G (cf. [63]).

(2). Pull-back. Let

Z
s ��

π

��

G(0)

Y

be a G-principal Real bundle and f : Y ′ −→ Y be a Real continuous map. Then the pull-

back f ∗Z := Y ′ ×Y Z equipped with the involution (�′,τ) has the structure of a G-principal

Real bundle over Y ′. Indeed, the right Real G-action is given by the G-action on Z and the

generalized source map is s′(y ′, z) := s(z).

(3). Trivial bundles. From the previous two remarks, we see that if (Z ,τ) is any Real

space together with a Real map ϕ : Z −→G(0), then we get aG-principal Real bundle ϕ∗U (G)

over Z ; its total space being the space Z ×ϕ,G(0),r G. A Bundle of this form is called

while a G-principal Real bundle which is locally of this form is called .

2.3 Generalized morphisms of Real groupoids

Definition 2.3.1. A generalized morphism from a Real groupoid (Γ,�) to a Real groupoid

(G,ρ) consists of a Real space (Z ,τ), two maps

Γ(0) Z
r�� s �� G(0) ,

a left (Real) action of Γ with respect to r, a right (Real) action of G with respect to s, such that

(i) the actions commute, i.e. if (z, g ) ∈ Z ×s,G(0),r G and (γ, z) ∈ Γ×s,Γ(0),r Z we must have

s(γz)= s(z), r(zg )= r(z) so that γ(zg )= (γz)g ;
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(ii) the maps s and r are Real in the sense that s(τ(z)) = ρ(s(z)) and r(τ(z)) = �(r(z)) for

any z ∈ Z ;

(iii) r : Z −→ Γ(0) is a locally trivial G-principal Real bundle.

Example 2.3.2. Let f : Γ−→ G be a Real strict morphism. Let us consider the fibre product

Z f := Γ(0)× f ,G(0),r G and the maps r : Z f −→ Γ(0), (y, g ) 	−→ y and s : Z f −→ G(0), (y, g ) 	−→
s(g ). For (γ, (y, g )) ∈ Γ×s,Γ(0),rZ f ), we setγ.(y, g ) := (r (γ), f (γ)g ) and for ((y, g ), g ′) ∈ Z f ×s,G(0),r

G we set (y, g ).g ′ := (y, g g ′). Using the definition of a strict morphism, it is easy to check that

these maps are well defined and make Z f into a generalized morphism from Γ to G. Fur-

thermore, the map τ on Z f defined by τ(y, g ) := (�(y),ρ(g )) is a Real involution and then Z f

is a Real generalized morphism.

Definition 2.3.3. A morphism between two such morphisms (Z ,τ) and (Z ′,τ′) is a Γ-G-

equivariant Real map ϕ : Z −→ Z ′ such that s = s′ ◦ϕ and r = r′ ◦ϕ. We say that the Real

generalized homomorphism (Z ,τ) and (Z ′,τ′) are if there exists such a ϕ which

is at the same time a homeomorphism.

Compositions of Real generalized morphisms are defined by the following proposition.

Proposition 2.3.4. Let (Z ′,τ′) and (Z ",τ") be Real generalized homomorphisms from (Γ,�)

to (G′,ρ′) and from (G′,ρ′) to (G,ρ) respectively. Then

Z = Z ′ ×G′ Z " := (Z ′ ×s′,G′(0),r" Z ")/(z ′,z")∼(z ′g ′,g ′−1z")

with the obvious Real involution, defines a Real generalized morphism from Γ
��r

s
�� Y to

G
��r

s
�� X .

Proof. Let us describe at first the structure maps

Γ(0) Z
r�� s �� G(0)

and the actions.

For (z ′, z") ∈ Z we set r(z ′, z") := r′(z ′) and s(z ′, z") := s"(z"). These are well defined and

since s(z ′g ′, g ′−1z") = s"(g ′−1z") = s"(z") and r(z ′g ′, g ′−1z") = r′(z ′g ′) = s′(z ′) from the

point (i) of Definition 2.3.1. The actions are defined by γ.(z ′, z") := (γz ′, z") and (z ′, z").g :=
(z ′, z"g ) for (γ, (z ′, z")) ∈ Γ×s,Γ(0),r Z and ((z ′, z"), g ) ∈ Z ×s,G(0),r G while the Real involution

is the obvious one: τ(z ′, z") := (τ′(z ′),τ"(z")).

Now to show the local triviality of Z , notice that from (3) of Remarks 2.2.2, Z ′ and Z "

are locally of the form U ×ϕ′,G′(o),r ′ G
′ and V ×ϕ",G(0),r G respectively, where ϕ′ : U −→ G′(0)

and ϕ" : V −→ G(0) are Real continuous maps, U and V subspaces of Γ(0) and G′(0) re-

spectively. It turns out that by construction, Z is locally of the form W ×ϕ,G′(0),r G where

W =U ×ϕ′,G′(0) V .
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Definition 2.3.5. Given two Real generalized morphisms (Z ,τ) : (Γ,�)−→ (G′,ρ′) and (Z ′,τ′) :

(G′,ρ′)−→ (G,ρ), we define their composition (Z ′ ◦Z ,τ) : (Γ,�)−→ (G,ρ) to be (Z ×G′ Z ′,τ×
τ′).

Remark 2.3.6. It is easy to check that the composition of Real generalized morphisms is

associative. For instance, if

Γ
(Z1,ρ1)�� G1

(Z2,ρ2)�� G2
(Z3,ρ3)�� G

are given Real generalized morphisms, we get two Real generalized morphisms Z = Z1×G1

(Z2×G2 Z3) and Z ′ = (Z1×G1 Z2)×G2 Z3 between (Γ,�) and (G,ρ); notice that here Z and Z ′

carry the obvious Real involutions. Moreover, the map Z −→ Z ′, (z1, (z2, z3)) 	−→ ((z1, z2), z3)

is aΓ-G-equivariant Real homeomorphism. Hence, there exists a categoryRGwhose objects

are Real locally compact groupoids and morphisms are isomorphism classes of Real gener-

alized homomorphisms.

Lemma 2.3.7. Let f1, f2 : Γ→ G be two Real strict homomorphisms. Then f1 and f2 define

isomorphic Real generalized homomorphisms if and only if there exists a Real continuous

map ϕ : Γ(0) −→G such that f2(γ)=ϕ(r (γ)) f1(γ)ϕ(s(γ))−1.

Proof. LeΦ : Z f1 −→ Z f2 be a RealΓ-G-equivariant homeomorphism, where Z fi = Γ(0)× fi ,G(0),r

G. Then from the commutative diagrams

Γ(0) Z f1

pr1�� s◦pr2 ��

Φ

��

G(0)

Z f2

pr1

������������ s◦pr2

�����������

we have Φ(x, g ) = (x,h) with s(g ) = s(h); and then there exists a unique element ϕ(x) ∈ G
such that h = ϕ(x)g . To see that this defines a continuous map ϕ : Γ(0) −→ G, notice that

for any x ∈ Γ(0), the pair (x, f1(x)) is an element in Z f1 , then ϕ(x) is the unique element in

G such that Φ(x, f1(x)) = (x,ϕ(x) f1(x)). Furthermore, since Φ is Real, Φ(�(x),ρ( f1(x))) =
(�(x),ρ(ϕ(x))ρ( f1(x))) which shows that ϕ(�(x))= ρ(ϕ(x)) for any x ∈ Γ(0); i.e. ϕ is Real.

Now for γ ∈ Γ, take x = s(γ), then from the Γ-equivariance of Φ, we have

Φ(γ.(s(γ), f1(s(γ))))=Φ(r (γ), f1(γ))= γ.Φ(s(γ), f1(s(γ)));

so that

(r (γ),ϕ(r (γ)) f1(γ))= (r (γ), f2(γ)ϕ(s(γ)))

and f2(γ).r (ϕ(s(γ)))=ϕ(r (γ)) f1(γ)ϕ(s(γ)); but r (ϕ(s(γ)))= s( f2(γ)) by definition of ϕ and

this gives the desired relation.

The converse is easy to check by working backwards.
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2.4 Morita equivalences

Let (Γ,�) and (G,ρ) be two Real groupoids. Suppose that f : (Γ,�) −→ (G,ρ) is an iso-

morphism in the category RGs . In this case, we say that (Γ,�) and (G,ρ) are

and we write (Γ,�)∼str i ct (G,ρ). Now, consider the induced Real generalized

morphisms (Z f ,τ f ) : (Γ,�)−→ (G,ρ) and (Z f −1 ,τ f −1 ) : (G,ρ)−→ (Γ,�). Define

Z f by Z−1
f :=G×r,G(0), f Γ

(0) with the obvious Real structure also denoted by τ f . The map

Z f −1 −→ Z−1
f defined by (x,γ) 	−→ ( f (γ), f −1(x)) is clearly a G-Γ-equivariant Real homeo-

morphism; hence, (Z f −1 ,τ f −1 ) and (Z−1
f ,τ f ) are isomorphic Real generalized morphisms

from (G,ρ) to (Γ,�). Notice that Z−1
f is Z f as space; thus, (Z f ,τ f ) is at the same time a

Real generalized morphism from (Γ,�) to (G,ρ) and from (G,ρ) to (Γ,�). Furthermore, it

is simple to check that Z f ◦ Z−1
f and ZIdG

define isomorphic Real generalized morphisms

from (G,ρ) into itself, and likewise, Z−1
f ◦Z f and ZIdΓ

are isomorphic Real generalized mor-

phisms from (Γ,�) into itself.

Definition 2.4.1. Two Real groupoids (Γ,�) and (G,ρ) are said to be

if there exists a Real space (Z ,τ) that is at the same time a Real generalized morphism from

Γ to G and from G to Γ; that is to say that Γ(0) Z
r�� is a G-principal bundle and

Z
s �� G(0) is a Γ-principal Real bundle.

Remark 2.4.2. Given a Morita equivalence (Z ,τ) : (Γ,�) −→ (G,ρ), its inverse, denoted by

(Z−1,τ), is (Z ,τ) as Real space, and if � : (Z ,τ)−→ (Z−1,τ) is the identity map, the left Real

G-action on (Z−1,τ) is given by g .�(z) := �(z.g−1), and the right Real Γ-action is given by

�(z).γ := �(γ−1.z); (Z−1,τ) is the corresponding Real generalized morphism from (G,ρ) to

(Γ,�).

The discussion before Definition 2.4.1 shows that the Real generalized morphism in-

duced by a Real strict morphism is actually a Morita equivalence. However, the converse

is not true. Moreover, there is a functor

RGs −→RG, (2.2)

where RGs is the category whose objects are Real locally compact groupoids and whose

morphisms are Real strict morphisms, given by

f 	−→ Z f .

Definition 2.4.3. (Real cover groupoid). Let G
��r

s
�� X be a Real groupoid. Let U= {U j } be

a Real open cover of X . Consider the disjoint union
∐

j∈J U j = {( j , x) ∈ J ×X : x ∈U j } with

the Real structure ρ(0) given by ρ(0)( j , x) := ( j̄ ,ρ(x)) and define a Real local homeomorphism

given by the projection π :
∐

j U j −→ X , ( j , x) 	−→ x. Then the set

G[U] := {( j0, g , j1) ∈ J ×G× J : r (g ) ∈U j0 , s(g ) ∈U j1 },
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endowed with the involution ρ(1)( j0, g , j1) := ( j̄0,ρ(g ), j̄1) has a structure of a locally

compact groupoid whose unit space is
∐

j U j . The range and source maps are defined by

r̃ ( j0, g , j1) := ( j0,r (g )) and s̃( j0, g , j1) := ( j1, s(g )); two triples are composable if they are of

the form ( j0, g , j1) and ( j1,h, j2), where (g ,h) ∈G(2), and their product is given by ( j0, g , j1).( j1,h, j2) :=
( j0, g h, j2). The inverse of ( j0, g , j1) is ( j1, g−1, j0).

It is a matter of simple verifications to check the following

Lemma 2.4.4. Let G
��r

s
�� X be a Real groupoid, and U a Real open cover of X . Then the

Real generalized morphism Zι :G[U]−→G induced from the canonical Real morphism

ι :G[U]−→G, ( j0, g , j1) 	−→ g ,

is a Morita equivalence between (G[U],ρ) and (G,ρ).

Definition 2.4.5. Let

Z

π

��

s �� G(0)

Y

be a locally trivial G-principal Real bundle. A section s : Y −→ Z is said to be Real if s◦�=
τ ◦ s. Moreover, given a Real open cover {U j } j∈J of Y , we say that a family of local sections

s j : U j −→ Z is globally Real if for any j ∈ J , we have

s j̄ ◦�= τ◦ s j . (2.3)

Lemma 2.4.6. Any locally trivial G-principal Real bundle π : Z −→ Y admits a globally Real

family of local sections {s j } j∈J over some Real open cover {U j }.

Proof. Choose a (Ui ,ϕi )i∈I of Z ; i.e. ϕi : Ui −→ G(0) are contin-

uous maps such that π−1(Ui ) =: ZUi
∼= Ui ×ϕi ,G(0),r G with τZUi

= (�,ρ). It turns out that

ZU(i ,ε)
∼=U(i ,ε)×ϕε

i ,G(0),r G, where ϕε
i := ρε ◦ϕi ◦�ε : U(i ,ε) −→G(0) is a well defined continuous

map and U(i ,ε) := �ε(Ui ) for (i ,ε) ∈ I ×Z2. However, for (i ,ε) ∈ I ×Z2, there is a homeo-

morphism U(i ,ε)×ϕε
i ,G(0),r G

(�,ρ) �� U(i ,ε)×ϕε+1
i ,G(0),r G . Now, putting s(i ,ε) : U(i ,ε) −→ Z , x 	−→

(x,ϕε
i (x)), we obtain the desired sections.

For the remainder of this subsection we will need the following construction.

Let (Z ,τ) be a Real space and (Γ,�) a Real groupoid together with a continuous Real map

ϕ : Z −→ Γ(0). Then we define an induced groupoid ϕ∗Γ over Z in which the arrows from

z1 to z2 are the arrows in Γ from ϕ(z1) to ϕ(z2); i.e.

ϕ∗Γ := Z ×ϕ,Γ(0),r Γ×s,Γ(0),ϕ Z ,
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and the product is given by (z1,γ1, z2).(z2,γ2, z3) = (z1,γ1γ2, z3) whenever γ1 and γ2 are

composable, while the inverse is given by (z,γ, z ′)−1 = (z ′,γ−1, z). Moreover, the triple

(ρ,�,ρ) defines a Real structure ϕ∗� on ϕ∗Γ making it into a Real groupoid (ϕ∗Γ,ϕ∗�)

that we will call of Γ over Z via ϕ.

Lemma 2.4.7. Given a continuous locally split Real open map ϕ : Z −→ Γ(0), then the Real

groupoids Γ and ϕ∗Γ are Morita equivalent.

Proof. Consider the Real strict homomorphism ϕ̃ : ϕ∗Γ −→ Γ defined by (z1,γ, z2) 	−→ γ.

Then by Example 2.3.2 we obtain a Real generalized homomorphism Z Zϕ̃
π1�� s◦π2 �� Γ(0)

with Zϕ̃ := Z ×ϕ̃,Γ(0),r Γ, π1 and π2 the obvious projections, and where Z �→ ϕ∗Γ by z 	−→
(z,ϕ(z), z). Now using the constructions of Example 2.3.2, it is very easy to check that Zϕ̃

is in fact a Morita equivalence.

Proposition 2.4.8. Two Real groupoids (Γ,�) and (G,ρ) are Morita equivalent if and only if

there exist a Real space (Z ,τ) and two continuous Real mapsϕ : Z −→ Γ(0) andϕ′ : Z −→G(0)

such that ϕ∗Γ∼= (ϕ′)∗G under a Real (strict) homeomorphism.

Proof. Let Γ(0) Z
r�� s �� G(0) be a Morita equivalence. Let us define

Γ�Z ∗Z �G := {(γ, z1, z2, g ) ∈ (Γ×s,Γ(0),r Z )× (Z ×s,G(0),r G) | z1g = γz2} .

This defines a Real groupoid over Z whose range and source maps are defined by the sec-

ond and the third projection respectively, the product is given by

(γ, z1, z2, g ).(γ′, z2, z3, g ′)= (γγ′, z1, z3, g g ′),

provided that γ,γ′ ∈ Γ(2) and g , g ′ ∈ G(2), and the inverse of (γ, z1, z2, g ) is (γ−1, z2, z1, g−1).

Now, for a given triple (z1,γ, z2) ∈ r∗Γ, the relations r(z1)= r (γ) and r(z2)= s(γ) give r(γz2)=
r(z1); then since r : Z −→ Γ(0) is a Real G-principal bundle, there exists a unique g ∈ G

such that γz2 = z1g . This gives an injective homomorphism Ψ : r∗Γ −→ Γ� Z ∗ Z �

G , (z1,γ, z2) 	−→ (γ, z1, z2, g ) which respects the Real structures. In the other hand, the map

Φ : Γ� Z ∗ Z �G −→ r∗Γ , (γ, z1, z2, g ) 	−→ (z1,γ, z2) is a well defined Real homomorphism

that is injective and Real. Moreover, these two maps are, by construction, inverse to each

other so that we have a Real homeomorphism r∗Γ ∼= Γ� Z ∗ Z �G. Furthermore, since

s : Z −→ G(0) is a Real Γ-principal bundle, we can use the same arguments to show that

s∗G∼= Γ�Z ∗Z �G under a Real homeomorphism.

Conversely, if ϕ : Z −→ Γ(0) and ϕ′ : Z −→ G(0) are given continuous Real maps and f :

ϕ∗Γ −→ (ϕ′)∗G(0) is a Real homeomorphism of groupoids, then the induced Real gener-

alized homomorphism ϕ∗Γ
Z f �� (ϕ′)∗G is a Morita equivalence and Lemma 2.4.7 ends

the proof.
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Proposition 2.4.9 (cf. Proposition 2.3 [90]). Any Real generalized morphism

Γ(0) Z
r�� s �� G(0)

is obtained by composition of the canonical Morita equivalence between (Γ,�) and (Γ[U],�),

where U is an open cover of Γ(0), with a Real strict morphism fU : Γ[U]−→G (i.e. its induced

morphism in the category RG).

Proof. From Lemma 2.4.7, there is a Real Morita equivalence Zr̃ : r∗Γ −→ Γ and the Real

homeomorphism r∗Γ ∼= Γ� Z ∗ Z �G induces a Real strict homomorphism f : r∗Γ −→ G

given by the fourth projection, and hence a Real generalized homomorphism Z f : r∗Γ−→
G. Furthermore, by using the construction of these generalized homomorphisms, it is easy

to check that the composition Zr̃×Γ Z is r∗Γ-G-equivariently homeomorphic to Z (under

a Real homeomorphism); i.e, the diagram

Γ

Z ���
��

��
��

� r∗Γ
Zr̃

∼=
��

Z f
��
G

is commutative in the category RG.

Now, consider a Real open cover U = {U j } of Γ(0) together with a globally Real family of

local sections s j : U j −→ Z of r : Z −→ Γ(0). Then, setting ( j0,γ, j1) 	−→ (s j0 (r (γ)),γ,s j1 (s(γ)))

for ( j0,γ, j1) ∈ Γ[U], we get a Real strict homomorphism s̃ : Γ[U]−→ r∗Γ such that the com-

position Γ[U] −→ r∗Γ −→ Γ is the canonical map ι described in Example 2.4.3. Then,

f ◦ s̃ : Γ[U]−→G is the desired Real strict homomorphism.

This proposition leads us to think of a Real generalized morphism from a Real groupoid

(Γ,�) to a Real groupoid (G,ρ) as a Real strict morphism fU : (Γ[U],�)−→ (G,ρ), where U is

a Real open cover of Γ(0).

To refine this point of view, given two Real groupoids (Γ,�) and (G,ρ), let Ω denote the

collection of such pairs (U, fU). We say that two pairs (U, fU) and (U′, fU′) are

provided that Z fU ◦ Z−1
ιU
∼= Z fU′ ◦ Z−1

ιU′ , where ιU : (Γ[U],�) −→ (Γ,�) and ιU′ : (Γ[U′],�) −→
(Γ,�) are the canonical morphisms; this clearly defines an equivalence relation. We denote

by Ω
(
(Γ,�), (G,ρ)

)
the set of isomorphism classes of elements of Ω.

Suppose that (U, fU) : (Γ,�) −→ (G′.ρ′) is an equivalence class in Ω
(
(Γ,�), (G′,ρ′)

)
and

(V, fV) : (G′,ρ′) −→ (G,ρ) is an element in Ω
(
(G′,ρ′), (G,ρ)

)
. Let ιG′ : G′[V] −→ G′ be the

canonical morphism, and let Z−1
ιG′ : (G′,ρ′) −→ (G′[V],ρ′) be the inverse of ZιG′ . Next, we

apply Proposition 2.4.9 to the Real generalized morphism Z−1
ιG′ ◦Z fU : Γ[U]−→G′[V] to get

a Real open cover U′ of Γ(0) containing U and a Real strict morphism ϕU′ : (Γ[U′],�) −→
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(G′[V],ρ′). Then, we pose

(V, fV)◦ (U, fU) := (U′, fU′), (2.4)

with fU′ = fV ◦ϕU′ ; thus we get an element of Ω
(
(Γ,�), (G,ρ)

)
. It follows that there exists a

category RGΩ whose objects are Real groupoids, and in which a morphism from (Γ,�) to

(G,ρ) is a class (U, fU) in Ω
(
(Γ,�), (G,ρ)

)
.

Example 2.4.10. Any Real strict morphism f : (Γ,�)−→ (G,ρ) can be identified with the pair

(Γ(0), f ), by considering the trivial Real open cover Γ(0) consisting of one set, and by viewing

the groupoid Γ as the cover groupoid Γ[Γ(0)]. In particular, RGs is a subcategory of RGΩ.

Example 2.4.11. Suppose that (Z ,τ) : (Γ,�)−→ (G,ρ) is a Real generalized morphism. Then,

Proposition 2.4.9 provides a unique class (U, fU) ∈Ω((Γ,�), (G,ρ)).

Remark 2.4.12. Note that a class (U, fU) ∈ Ω
(
(Γ,�), (G,ρ)

)
is an isomorphism in RGΩ if

there exists (V, fV) ∈Ω((G,ρ), (Γ,�)
)

such that

Z fU ◦Z−1
ιU
◦Z fV

∼= ZιV and Z fV ◦Z−1
ιV
◦Z fU

∼= ZιU , (2.5)

where ιU : (Γ[U],�)−→ (Γ,�) and ιV : (G[U],ρ)−→ (G,ρ) are the canonical morphisms.

Proposition 2.4.13. Define F :RG−→RGΩ by

F(Z ,τ) := (U, fU), (2.6)

where, if (Z ,τ) : (Γ,�)−→ (G,ρ) is a class of Real generalized morphisms, (U, fU) is the class

of pairs corresponding to (Z ,τ).

Then F is a functor; furthermore, F is an isomorphism of categories.

Proof. Suppose that (Z ,τ) : (Γ,�) −→ (G′,ρ′), (Z ′,τ′) : (G′,ρ′) −→ (G,ρ) are morphisms in

RG. Let F(Z ′ ◦ Z ,τ× τ′) = (U, fU) ∈ Ω
(
(Γ,�), (G,ρ)

)
, F(Z ,τ) = (U′, fU′) ∈ Ω

(
(Γ,�), (G′,ρ′)

)
,

and F(Z ′,τ′) = (V, fV) ∈Ω
(
(G′,ρ′), (G,ρ)

)
. Consider a Real open cover Ũ of Γ(0) containing

U′ and a Real morphism ϕŨ : (Γ[Ũ],�)−→ (G′[V],ρ′) such that ZϕŨ
◦Z−1

i
∼= Z−1

ιV
◦Z fU′ as Real

generalized morphisms from (Γ[U′],�) to (G′[V],ρ′), where i : (Γ[Ũ],�) −→ (Γ[U′],�) and

ιV : (G′[V],ρ′)−→ (G′,ρ′) are the canonical morphisms. Note that if ιŨ : (Γ[Ũ],�)−→ (Γ,�) is

the canonical morphism, then ιŨ = ιU′ ◦ i ; hence, Z−1
ιŨ
∼= Z−1

i ◦Z−1
ιU′ by functoriality.

On the other hand, F(Z ′,τ′) ◦F(Z ,τ) = (V, fV) ◦ (U, fU) = (Ũ, fŨ), where fŨ = fV ◦ϕŨ.

Henceforth,

Z fŨ
◦Z−1

ιŨ
∼= Z fV ◦ZϕŨ

◦Z−1
i ◦Z−1

ιU′
∼= Z fV ◦Z−1

ιV
◦Z fU′ ◦Z−1

ιU′
∼= Z ′ ◦Z ,

which shows that F(Z ′ ◦Z ,τ×τ′)∼= F(Z ′,τ′)◦F(Z ,τ), and thus F is a functor. Now, it is not

hard to see that we get an inverse functor for F by defining

Z :RGΩ −→RG, (U, fU) 	−→ (Z fU ◦Z−1
ιU

,τ), (2.7)

where τ is defined in an obvious way.
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2.5 Real Graded twists

This section is devoted to the study of Real graded twists. We should point out that these

elements have been already treated in many references in the usual case and are usually

called central extensions of groupoids ( [49], [30], and [90]).

Definition 2.5.1. Let Γ
��r

s
�� Y be a Real groupoid and let S be a Real Abelian group. A

Real graded S-groupoid (Γ̃,δ) over Γ is the data of

1. a Real groupoid Γ̃ whose unit space is Y , together with a Real strict homomorphism

π : Γ̃−→ Γ which restricts to the identity in Y ,

2. a (left) Real action of S on Γ̃ which is compatible with the partial product in Γ̃ making

Γ̃
π �� Γ a (left) Real S-principal bundle, and

3. a strict homomorphism δ : Γ−→Z2, called the grading, such that δ(γ̄)= δ(γ) for any

γ ∈ Γ.

In this case we refer to the triple (Γ̃,Γ,δ) as a Real graded S-twist, and it is sometimes sym-

bolized by the "extension"

S �� Γ̃
π �� Γ

δ

��
Z2

Example 2.5.2 (The trivial twist). Given any Real groupoidΓ, we form the product groupoid

Γ×S and we endow it with the Real structure (γ,λ) := (γ̄, λ̄) for. Let S act on Γ×S by mul-

tiplication with the second factor. Then T0 := (Γ× S,0) is a Real graded twist of Γ, where

0 : Z2 −→Z2 is the zero map. This element is called the trivial Real graded S-groupoid over

Γ.

Example 2.5.3. Let Y be a locally compact Real space and {Ui }i∈I×{±1} be a good Real open.

Let us consider the Real groupoid Y [U] ����
∐

i Ui , and the space Y ×S together with the

Real structure (y,λ) 	−→ (ȳ , λ̄) and the Real S-action given by the multiplication on the sec-

ond factor. There is a cononical Real morphism δ : Y [Ui ] −→ Z2 given by δ(xi0i1 ) := ε0+ε1

for i0 = (i ′0,ε0), i1 = (i ′1,ε1) ∈ I . Then, a Real graded S-twist (Γ̃,Y [Ui ],δ) consists of a family

of principal Real S-bundles Γ̃i j
∼=Ui j ×S subject to the multiplication

(xi0i1 ,λ1) · (xi1i2 ,λ2)= (xi0i2 ,λ1λ2ci0i1i2 (x)),

where c = {ci0i1i2 } is a family of continuous maps ci0i1i2 : Ui0i1i2 −→ S satisfying the cocycle

condition (see the next chapter), and such that cī0 ī1 ī2
(x̄)= ci0i1i2 (x) for all x ∈Ui0i1i2 =Ui0 ∩

Ui1 ∩Ui2 . The pair (δ,c) will be called the Dixmier-Douady class of (Γ̃,Y [Ui ],δ).
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Example 2.5.4. Let Γ
��r

s
�� Y be a Real groupoid, and let J : Λ−→ Y be a Real S-principal

bundle. Then the tensor product r ∗Λ⊗ s∗Λ, which is a Real S-principal bundle over Γ,

naturally admits the structure of Real groupoid over Y , so that (r ∗Λ⊗s∗Λ,0) is a Real graded

S-groupoid over Γ.

There is an obvious notion of strict morphism of Real graded S-twists. For instance,

two Real graded S-twists (Γ̃1,Γ,δ1) and (Γ̃2,Γ,δ2) are isomorphic if there exists a Real S-

equivariant isomorphism of groupoids f : Γ̃1 −→ Γ̃2 such that the diagram

Γ̃1
π1 ��

f
��

Γ

Γ̃2

π2

����������

commutes in the categoryRGs . In particular, we say that (Γ̃,δ) is strictly trivial if it isomor-

phic to the trivial Real graded groupoid (Γ×S,0). By�TwR(Γ,S) we denote the set of strict

isomorphism classes of Real graded S-groupoids over Γ. The class of (Γ̃,δ) in�TwR(Γ,S) is

denoted by [Γ̃,δ].

Definition 2.5.5. Given two Real graded S-groupoids T1 = (Γ̃1,δ1) and T2 = (Γ̃2,δ2) over G,

we define their tensor productT1⊗̂T2 = (Γ̃1⊗̂Γ̃2,δ1+δ2) by the Baer sum ofT1 andT2 defined

as follows. Define the groupoid Γ̃1⊗̂Γ̃2 as the quotient

Γ̃1×Γ Γ̃2/S := {(γ̃1, γ̃2) ∈ Γ̃1×π1,Γ,π2 Γ̃2}/(γ̃1,γ̃2)∼(λγ̃1,λ−1γ̃2), (2.8)

where λ ∈ S, together with the obvious Real structure. The projection π1⊗π2 is just πi and

δ= δ1+δ2 is given by δ(γ)= δ1(γ)+δ2(γ).

The product in the Real groupoid Γ̃1⊗̂Γ̃2 is

(γ̃1, γ̃2)(γ̃′1, γ̃′2) := (−1)δ2(γ2)δ1(γ′1)(γ̃1γ̃
′
1, γ̃2γ̃

′
2), (2.9)

whenever this does make sense and where γi =π2(γ̃i ), i = 1,2.

Lemma 2.5.6. Given [Γ̃i ,δi ] ∈�TwR(Γ,S), i = 1,2, set

[Γ̃1,δ1]+ [Γ̃2,δ2] := [Γ̃1⊗̂Γ̃2,δ1+δ2].

Then, under this sum,�TwR(Γ,S) is an Abelian group whose zero element is given by the class

of the trivial element T0 = (G×S,0).

Proof. The tensor product defined above is commutative in�TwR(Γ,S). Indeed, the groupoid

Γ̃2⊗̂Γ̃1 = Γ̃2×Γ Γ̃1/S is endowed with the multiplication

(γ̃2, γ̃1)(γ̃′2, γ̃′1)= (−1)δ1(γ1)δ2(γ′2)(γ̃2γ̃
′
2, γ̃1γ̃

′
1).
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Then the map

Γ̃1⊗̂Γ̃2 −→ Γ̃2⊗̂Γ̃1 , (γ̃1, γ̃2) 	−→ (−1)δ1(γ1)δ2(γ2)(γ̃2, γ̃1)

is a Real S-equivariant isomorphism of groupoids.

Now define the inverse of (Γ̃,δ) is (Γ̃op ,δ) where Γ̃op is Γ̃ as a set but, together with the same

Real structure, but the S-principal bundle structure is replaced by the conjugate one, i.e.

λγ̃op = (λ̄γ̃)op , and the product ∗op in Γ̃op is

γ̃∗op γ̃′ := (−1)δ(γ)δ(γ′)γ̃γ̃′.

Now it is easy to see that the map

Γ×S−→ Γ̃×Γ Γ̃
op /S , (γ,λ) 	−→ (λγ̃, γ̃) ,

where γ̃ ∈ Γ̃ is any lift of γ ∈ Γ, is an isomorphism.

We have the following criteria of strict triviality; the proof is the same as in [90, Propo-

sition 2.8].

Proposition 2.5.7. Let (Γ̃,δ) be a Real graded S-groupoid over the Real groupoid Γ
��r

s
�� Y .

The following are equivalent:

(i) (Γ̃,δ) is strictly trivial.

(ii) There exists a Real strict homomorphism σ : Γ−→ Γ̃ such that π◦σ= Id.

(iii) There exists a Real S-equivariant groupoid homomorphism ϕ : Γ̃−→ S.

Example 2.5.8. Let J : Λ−→ Y be a Real S-principal bundle with a Real (left) Γ-action that

is compatible with the S-action; in other words Y Λ
J

�� �� 	 is a Real generalized ho-

momorphism from Γ to S. Then, the Real Γ-action induces an S-equivariant isomorphism

Λs(γ) 
 v 	−→ γ · v ∈Λr (γ) for every γ ∈ Γ. Hence, there is a Real S-equivariant groupoid iso-

morphism ϕ : r ∗Λ⊗ s∗Λ−→ Γ×S defined as follows. If (v,�(w)) ∈Λr (γ)⊗Λs(γ), there exists a

unique λ ∈ S such that γ ·w = v ·λ. We then set

ϕ([v,�(w)]) := (γ,λ).

The inverse of ϕ is ϕ′(γ,λ) := [vγ,γ−1 · vγ], where for γ ∈ Γ, vγ is any lift of r (γ) through the

projection J.

Observe that the set of Real graded S-groupoids of the from (r ∗Λ⊗ s∗Λ,0) over Γ (cf.

Example 2.5.4) is a subgroup of�TwR(Γ,S). By�extR(Γ,S) we denote the quotient of�TwR(Γ,S)

by this subgroup.

Let us show that �extR(·,S) is functorial in the category RGs . Let Γ, Γ′ be two Real

groupoids, and let f : Γ′ −→ Γ be a morphism in RGs . Suppose that T = (Γ̃,δ) is a Real
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graded S-groupoid over Γ. Then, the pull-back f ∗Γ̃ := Γ̃×π,Γ, f Γ
′ of the Real S-principal

bundle π : Γ̃−→ Γ, on which the Real groupoid structure is the one induced from the prod-

uct Real groupoid Γ̃×Γ′, defines a Real graded twist

f ∗T := S �� f ∗Γ̃
f ∗π �� Γ′

f ∗δ
��

Z2

(2.10)

where f ∗π(γ̃,γ′) := γ′, f ∗δ(γ′) := δ( f (γ′)) ∈ Z2, and the Real left S-action on f ∗Γ̃ being

given by λ · (γ̃,γ′) = (λγ̃,γ′). Suppose now that Ti = (Γ̃i ,δi ), i = 1,2 are representatives in�extR(Γ,S). Then, f ∗(T1⊗̂T2)= f ∗T1⊗̂ f ∗T2; indeed,

f ∗(Γ̃1⊗̂Γ̃2)= (Γ̃1×Γ Γ̃2/S
)×Γ Γ

′ ∼= ((Γ1×Γ Γ
′)×Γ (Γ̃2×Γ Γ

′)
)

/S= f ∗Γ̃1⊗̂ f ∗Γ̃2.

Moreover, it is easily seen that if T1 and T2 are equivalent in �extR(Γ,S), then so are f ∗T1

and f ∗T2. Thus, f induces a morphism of Abelian groups f ∗ :�extR(Γ,S)−→�extR(Γ′,S). We

then have proved this

Lemma 2.5.9. The correspondence

�extR(·,S) :RGs −→Ab,Γ 	−→�extR(Γ,S), f 	−→ f ∗, (2.11)

whereAb is the category of Abelian groups, is a contravariant functor. In particular,�extR(G,S)

is invariant under Real strict isomorphisms.

2.6 Real Graded central extensions

In this section we introduce Real graded central extensions of Real groupoids, by adapt-

ing the exposition presented in [87] to our context.

Definition 2.6.1. Let (Γ̃i ,Γi ,δi ), i = 1,2, be Real graded S-twists. Then a Real generalized

homomorphism Z : Γ̃1 −→ Γ̃2 is said to be S-equivariant if there is a Real action of S on Z

such that

(λγ̃1) · z · γ̃2 = γ̃1 · (λz) · γ̃2 = γ̃1 · z · (λγ̃2),

for any (λ, γ̃1, z, γ̃2) ∈ S× Γ̃1× Z × Γ̃2 such that these products make sense. We refer to Z :

(Γ̃1,Γ1,δ1)−→ (Γ̃2,Γ2,δ2) as a generalized morphism of Real graded S-twists. In particular,

if Z is an isomorphism, the two Real graded S-twists are said to be Morita equivalent; in

this case we write (Γ̃1,Γ1,δ1)∼ (Γ̃2,Γ2,δ2).
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Lemma 2.6.2. Let Z : (Γ̃1,Γ1,δ1) −→ (Γ̃2,Γ2,δ2) be a generalized morphism. Then the S-

action on Z is free and the Real space Z /S (with the obvious involution) is a Real generalized

homomorphism from Γ1 to Γ2.

Proof. Same as [90, Lemma 2.10].

Definition 2.6.3. Let G be a Real groupoid and S an abelian Real group. A Real graded S-

central extension of G consists of a triple (Γ̃,Γ,δ,P ), where (Γ̃,Γ,δ) is a Real graded S-twist,

and P is a (Real) Morita equivalence Γ−→G.

Definition 2.6.4. We say that (Γ̃1,Γ1,δ1,P1) and (Γ̃2,Γ2,δ2,P2) are Morita equivalent if

there exists a Morita equivalence Z : (Γ̃1,Γ1,δ1)−→ (Γ̃2,Γ2,δ2) such that the diagrams

Γ1
Z /S ��

P1 ���
��

��
��

� Γ2

P2
��
G

(2.12)

and

Γ1
Z /S ��

δ1 ���
��

��
��

� Γ2

δ2

��
Z2

(2.13)

commute in the category RG. Such a Z is also called an equivalence bimodule of Real

graded S-central extensions. The set of Morita equivalence classes of Real graded S-central

extensions of G is denoted by �ExtR(G,S).

The set �ExtR(G,S) admits a natural structure of abelian group described in the follow-

ing way. Assume that Ei = (Γ̃i ,Γi ,δi ,Pi ), i = 1,2, are two given Real graded S-central ex-

tensions of G, then Y1 Z
r�� s �� Y2 is a Morita equivalence between Γ1 and Γ2, where

Z = P1×G P2. But from Proposition 2.4.8 there exists a Real homeomorphism f : s∗Γ2 −→
r∗Γ1. Now one can see that the maps π : r∗Γ̃1 −→ r∗Γ1, (z, γ̃1, z ′) 	−→ (z,π1(γ̃1), z ′) and

π′ : s∗Γ̃2 −→ r∗Γ1(z, γ̃2, z ′) 	−→ π◦ f (z, γ̃2, z ′) define two Real S-principal bundles and then

(r∗Γ̃1,δ) and (s∗Γ̃2,δ), where δ := δ1 ◦ pr2, define elements of �extR(r∗Γ1,S). Therefore,

we can form the tensor product (r∗Γ̃1⊗̂s∗Γ̃2,δ⊗δ) are Real graded S-groupoid over r∗Γ1.

Moreover, r∗Γ1 ∼Mor i t a Γ1; then, if P : r∗Γ1 −→G is a Real Morita equivalence, we obtain a

Real graded S-central extension of G by setting

E1⊗̂E2 := (r∗Γ̃1⊗̂s∗Γ̃2,r∗Γ1,δ,P ), (2.14)

that we will call the tensor product of E1 and E2. Thus, we define the sum

[E1]+ [E2] := [E1⊗̂E2],
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which is easily seen to be well defined in �ExtR(G,S). The inverse Eop of E is (Γ̃op,Γ,δ,P ).

Notice that�extR(G,S) is naturally a subgroup of �ExtR(G,S) by identifying a Real graded S-

twist (Γ̃,G,δ) with the Real graded S-central extension (Γ̃,G,δ,G). We summarize this in the

next lemma.

Lemma 2.6.5. Under the sum defined above, �ExtR(G,S) is an abelian group whose zero ele-

ment is the class of the trivial Real graded S-central extension (G×S,G,0,G).

When the Real structure is trivial, then we recover the usual definition of graded central

extensions (see [30] for instance) of G by the group Z2. More precisely, we get a generaliza-

tion of what Mathai, Murray, and Stevenson have called real bundle gerbes in [58].

Proposition 2.6.6. Suppose that G
��r

s
�� X is equipped with a trivial Real structure. Then

�ExtR(G,S1,1)∼= Êxt(G,Z2).

2.7 Functoriality of �ExtR(·,S)

The aim of this section is to show that �ExtR(·,S) is functorial in the category RG, and

hence that the group �ExtR(G,S) invariant under Morita equivalence. To do this, we will

need the following

Proposition 2.7.1. Let G
��r

s
�� X be a Real groupoid. Then, there is an isomorphism of

abelian groups

�ExtR(G,S)∼= lim−−→
U

�extR(G[U],S). (2.15)

Before giving the proof of this proposition, we have to describe the sum in the in-

ductive limit lim−−→
U

�extR(G[U],S). Let U1 and U2 be two Real open covers of X , and let Ti =

(G̃i ,G[Ui ],δi ) be Real graded S-groupoids over G[Ui ], i = 1,2. Let (V, fV) ∈Ω (G[U1],G[U2])

be the unique class corresponding to the Real Morita equivalence Z−1
ιU1
◦ ZιU2

from G[U1]

to G[U2]. V is a Real open cover of X containing U1, and fV : G[V]−→ G[U2] is a Real strict

morphism. Denote by ιV,U1 the canonical Real morphism G[V]−→G[U1]. Then, the tensor

product of T1 and T2 is

T1⊗̂T2 := ι∗V,U1
T1⊗̂ f ∗VT2, (2.16)

which defines a Real graded S-groupoids over the Real groupoid G[V].
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Proof of Proposition 2.7.1. For a Real graded S-central extension E = (Γ̃,Γ,δ,P ) of G , let

(V, fV) ∈ Ω (G,Γ) be the isomorphism in RGΩ corresponding to the Morita equivalence

P−1 :G−→ Γ. Setting

TE := S �� f ∗
V
Γ̃

f ∗
V
π

�� G[V]

δ◦ fV
��

Z2

(2.17)

we get a Real graded S-groupoid over G[V]. It is not hard to check that this provides us the

desired isomorphism of abelian groups; the inverse is given by the formula

ET := (G̃,G[U],δ, ZιU), (2.18)

for a Real graded S-twist T = (G̃,G[U],δ).

From this proposition, it is now possible to define the pull-back of a Real graded S-

central extension via a Real generalized morphism. More precisely, we have

Definition and Proposition 2.7.2. Let G and G′ be Real groupoids, and let Z : G′ −→ G be

a Real generalized morphism. Suppose that E = (Γ̃,Γ,δ,P ) is a representative in �ExtR(G,S),

and thatTE = ( f ∗
V
Γ̃,G[V],G[V],δ◦ fV) is its image in Lim

U

�extR(G[U],S) (see the proof of Propo-

sition 2.7.1). Let (W, fW) ∈Ω(G′,G[V]
)

be the morphism in RGΩ corresponding to the Real

generalized morphism Z−1
ιV
◦Z :G′ −→G[V]. Then

Z∗E := E f ∗
W
TE

. (2.19)

is a Real graded S-central extension of the Real groupoid G′; it is called the pull-back of E

along Z

Now the following is straightforward.

Corollary 2.7.3. There is a contravariant functor

�ExtR(·,S) :RG−→Ab, (2.20)

which sends a Real groupoid G to the abelian group �ExtR(G,S). In particular, �ExtR(G,S) is

invariant under Morita equivalences.

2.8 Rg bundle gerbes

We now restrict ourselves to Real spaces. Mainly, we study the relationship between

elements of�ExtR(X ,S1) with bundle gerbes ( [67]).
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Definition 2.8.1. Let X be a locally compact Hausdorff Real space. A Rg bundle gerbe over

X is the data of a locally compact Hausdorff Real space Y , a continuous locally split Real

open map ϕ : Y −→ X and a Rg S1-twist ( S1 �� Γ̃
π �� Y [2],δ ) over the Real groupoid

Y [2] ���� Y defined as the fiber-product Y [2] := Y ×ϕ,X ,ϕY together with the Real structure

(y1, y2) := (ȳ1, ȳ2), with the source and range maps s(y1, y2) := y2,r (y1, y2) := y1, and the

inversion given by (y1, y2)−1 := (y2, y1).

We shall denote such a Rg bundle gerbe by (Γ̃,Y [2],δ).

More concretely, given such a (Γ̃,Y [2],δ), the bundle π : Γ̃ −→ Y [2] admits a product,

that is, there is an ismorphism of S1-spaces

Γ̃(y1,y2)⊗ Γ̃(y2,y3) −→ Γ̃(y1,y3),

over all composable pairs (y1, y2), (y2, y3) ∈ Y [2]. These isomorphisms are compatible with

the Real structures in the sense that we have commutative diagram

Γ̃(y1,y2)⊗ Γ̃(y2,y3)

bar×bar
��

�� Γ̃(y1,y3)

bar
��

Γ̃(ȳ1,ȳ2)⊗ Γ̃(ȳ2,ȳ3)
�� Γ̃(ȳ1,ȳ3)

Moreover, since the projection π is a strict morphism of Real groupoid, the product is as-

sociative whenever triple products are defined; i.e. there is a commutative diagram

Γ̃(y1,y2)⊗ Γ̃(y2,y3)⊗ Γ̃(y3,y4)

��

�� Γ̃(y1,y3)⊗ Γ̃(y3,y4)

��
Γ̃(y1,y2)⊗ Γ̃(y2,y4)

�� Γ̃(y1,y4)

over all composable pairs (y1, y2), (y2, y3), (y3, y4) ∈ Y [2].

Definition 2.8.2. A morphism of graded Rg bundle gerbes from (Γ̃,Y [2],δ) to (Γ̃′,Y ′[2],δ′)
consists of a pair ( f ,h) where f : Γ̃−→ (Γ̃′ is a Real morphism, and h : Y −→ Y ′ is a contin-

uous Real map, such that we have commutative diagrams

Γ̃

f

��

π �� Y [2]

h[2]

��

δ

		����������

Z2 and

Γ̃′
π′

�� Y ′[2]
δ′



��������

Y

h

��

ϕ

���
��

��
��

�

X

Y ′
ϕ′

���������

We are now going to compare graded Real bundle gerbes over X with elements of�ExtR(X ,S1). For this end, we need the following result.
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Proposition 2.8.3. Let Γ
��r

s
�� Y be a locally compact Hausdorff Real groupoid and let X

be a locally compact Hausdorff Real space. Then the following are equivalent:

(a) Γ is Morita equivalent to X .

(b) There exists a locally compact Hausdorff Real space (Z ,τ), and a continuous locally

split Real open map ϕ : Z ,−→ X such that Γ is isomorphic to Z [2] ���� Z in the

category RGs .

Proof. (a) =⇒ (b). Suppose Y Z
r�� s �� X is a Real Morita equivalence. Then the

orbit space Z /X , is identified with the Real space Z . But then the map r induces a Real

homeomorphism Z −→ Y . On the other hand, applying Proposition 2.4.8, one has

Z [2] = (s∗X ∼= r∗Γ= Γ,

where Z [2] := Z ×s,X ,s Z . It follows that with Z and the Real map s, the assertion (b) is held.

(b) =⇒ (a). If ϕ : Z −→ X is locally split, then Lemma 2.4.7 implies that the pullback

Z [2] =ϕ∗X is Morita equivalent to the Real groupoid X .

An immediate consequence of Proposition 2.8.3 is that any Rg bundle gerbe (Γ̃,Y [2],δ)

over X defines a Rg S1-central extension of X ; and conversely, any Rg S1-central extension

of X comes from a Rg bundle gerbe over X . We can summarize this situation as follows:

Corollary 2.8.4. Let X be a locally compact Hausdorff Real space. Then the group�ExtR(X ,S1)

is isomorphic to the group�Rbg (X ) of stable isomorphism classes of Rg bundle gerbes over X

equipped with the operation of tensor product.

Remark 2.8.5. It is worth noting that in the case of a trivial involution on X , then our

definition coincides with the notion of real bundle gerbes discussed in [58].
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3
Čech cohomology of Real groupoids

J. L. Tu gives in [88] a concise exposition of a Čech cohomology theory Ȟ∗ for groupoids

as the Čech cohomology of simplicial topological spaces, and he shows, for instance, that

the well-known isomorphism between S1-central extensions of a groupoid G and the sec-

ond cohomology group (see [76]) of G with coefficient in the sheaf S of germs of S1-valued

functions holds; i.e., Ext(G,S1) ∼= Ȟ 2(G•,S1). Our purpose here is to study an analogous

theory ȞR∗ for Real groupoids and then to find a link to the Abelian group�ExtR(G,S1).

3.1 Real simplicial spaces

We start by recalling some preliminary notions. For each zero integer n ∈ N, we set

[n]= {0, ...,n}. Recall ( [88]) that the simplicial (resp. pre-simplicial) category Δ (resp. Δ′) is

the category whose objects are the sets [n], and whose morphisms are the nondecreasing

(resp. increasing) maps f : [m]−→ [n]. For n ∈N, we denote by Δ(N ) the N -truncated full

subcategory of Δ whose objects are those [k] with k ≤N .

Definition 3.1.1. A Real simplicial (resp. pre-simplicial, N -simplicial) topological space

consists of a contravariant functor from Δ (resp. Δ′, Δ(N )) to the category RTop whose ob-

jects are topological Real spaces and morphisms are continuous Real maps. A morphism of

Real simplicial (resp. pre-simplicial,...) spaces is a morphism of such functors.

More concretely, a Real (pre-)simplicial space is given by a family (X•,ρ•)= (Xn ,ρn)n∈N
of topological Real spaces, and for every map f : [m]−→ [n] we are given a continuous Real

map (called face or degeneracy map depending which of m and n is larger) f̃ : (Xn ,ρn)−→
(Xm ,ρm) , satisfying the relation�f ◦ g = g̃ ◦ f̃ whenever f and g are composable.

35
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Definition 3.1.2 (N -skeleton). Let (X•,ρ•) be a Real simplicial space. For any N ∈ N, we

define the N -skeleton of (X•,ρ•) as the Real simplicial space (X•,ρ•)N "of dimension N " ;

that is, (Xn ,ρn)N = (Xn ,ρn) for n ≤N , and (Xn ,ρn)N = (XN ,ρN ) for all n ≥N +1.

Let εn
i : [n − 1] −→ [n] be the unique increasing injective map that avoids i , and let

ηn
i : [n+1]−→ [n] be the unique nondecreasing surjective map such that i is reached twice;

that is,

εn
i (k)=

{
k, if k ≤ i −1,

k+1, if k ≥ i ,
and ηn

i (k)=
{

k, if k ≤ i ;

k−1, if k ≥ i +1.
(3.1)

We will omit the superscript n if there is no ambiguity.

If (X•,ρ•) is a Real simplicial space, the face and degeneracy maps

ε̃n
i : (Xn ,ρn)−→ (Xn−1,ρn−1), and η̃n

i : (Xn ,ρn)−→ (Xn+1,ρn+1), i = 0, ...,n

clearly satisfy the following simplicial identities:

ε̃n−1
i ε̃n

j = ε̃n−1
j−1 ε̃

n
i if i ≤ j −1, η̃n+1

i η̃n
j = η̃n+1

j+1 η̃
n
i if i ≤ j , ε̃n+1

i η̃n
j = η̃n−1

j−1 ε̃
n
i if i ≤ j −1,

ε̃n+1
i η̃n

j = η̃n−1
j ε̃n

i−1 if i ≥ j +2, and ε̃n+1
j η̃n

j = ε̃n+1
j+1 η̃

n
j = IdXn .

(3.2)

Conversely, let (Xn ,ρn)n∈N be a sequence of topological Real spaces together with maps

satisfying ( 3.2). Then, thanks to Theorem 5.2 of [54], there is a unique Real simplicial

structure on (X•,ρ•) such that ε̃i and η̃i are the face and degeneracy maps respectively.

We now give an example of Real simplicial space, which is inspired by [91, 2.3], that

will play a central rôle in the sequel.

Example 3.1.3 (Real simplicial structure on a Real groupoid). Consider the pair groupoid

[n]× [n] ���� [n] ; that is, the product is (i , j )( j ,k)) := (i ,k) and the inverse of (i , j ) is ( j , i ).

If (G,ρ) is a topological Real groupoid, we define

Gn :=Hom([n]× [n],G)

as the space of strict morphisms from the groupoid [n]× [n] ���� [n] to G
��r

s
�� X . We

obtain a Real structure on Gn by defining ρn(ϕ) := ρ ◦ϕ, for ϕ ∈Gn. Any f ∈HomΔ([m], [n])

(or f ∈HomΔ′([m], [n])) naturally gives rise to a strict morphism f × f : [m]× [m]−→ [n]×
[n], which, in turn, induces a Real map f̃ : (Gn ,ρn)−→ (Gm ,ρm) given by f̃ (ϕ) :=ϕ◦ ( f × f )

for ϕ ∈Gn. Hence, we obtain a Real simplicial space (G•,ρ•).

Notice that the groupoid [n]× [n] ���� [n] is generated by elements (i −1, i ),1≤ i ≤ n;

indeed, given an element (i , j ) ∈ [n]× [n], we can suppose that i ≤ j (otherwise, we take

its inverse ( j , i )), and then (i , j ) = (i , i +1)...( j −1, j ). It turns out that any strict morphism

ϕ : [n]×[n]−→G is uniquely determined by its images ϕ(i−1, i ) ∈G; hence, the well defined

Real map

Gn −→G(n), ϕ 	−→ (g1, ..., gn),
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where gi := ϕ(i −1, i ), 1 ≤ i ≤ n, and G(n) := {(h1, ...,hn) | s(hi ) = r (hi−1), i = 1, ...,n}, iden-

tifies (Gn ,ρn) with (G(n),ρ(n)), where ρ(n) is the obvious Real structure on the fibred prod-

uct G(n). Therefore, using this identification, the face maps ε̃n
i : (Gn ,ρn) −→ (Gn−1,ρn−1) of

(G•,ρ•) are given by:

ε̃n
0 (g1, g2, ..., gn)= (g2, ..., gn),

ε̃n
i (g1, g2, ..., gn)= (g1, ..., gi gi+1, ..., gn), 1≤ i ≤ n−1,

ε̃n
n(g1, g2, ..., gn)= (g1, ..., gn−1),

(3.3)

and for n = 1, by ε̃1
0(g ) = s(g ), ε̃1

1(g ) = r (g ); while the degeneracy maps η̃n
i : (Gn ,ρn) −→

(Gn+1,ρn+1) are given by:

η̃n
0 (g1, g2, ..., gn)= (r (g1), g1, ..., gn),

η̃n
i (g1, g2, ..., gn)= (g1, ..., s(gi ), gi+1, ..., gn), 1≤ i ≤ n,

(3.4)

and η̃0
0 :G0 −→G1 is the unit map of the Real groupoid.

Now for n ∈ N, we define the space (EG)n of (n+1)-tuples of elements of G that map

to the same unit; i.e. (EG)n := {(γ0, ...,γn) ∈ Gn+1 | r (γ0) = r (γ1) = ... = r (γn)}. Suppose we

are given (g1, ..., gn) ∈ Gn . Then we can choose an (n + 1)-tuple (γ0, ...,γn) ∈ (EG)n such

that gi = γ−1
i−1γi for each i = 1, ...,n. If (γ′0, ...γ′n) is another (n + 1)-tuples verifying these

identities, then s(γ′i ) = s((γ′i−1)−1γ′i ) = s(γ−1
i−1γi ) = s(γi ), for all i = 1, ...,n, and that means

that there exists a unique g ∈G, such that s(g )= r (γi ) and γ′i = g ·γi . This hence gives us a

well defined injective map

Gn −→ (EG)n/∼, (g1, ..., gn) 	−→ [γ0, ...,γn],

where (γ0, ...,γn) ∼ (g · γ0, ..., g · γn). Moreover, this map is surjective, for if (γ0, ...,γn) ∈
(EG)n , one can consider morphisms gi from s(γi ) to s(γi−1), i = 1, ...,n, so that we have

γ1 = γ0g1, γ2 = γ1g2 = γ0g1g2, ...,γn = γ0g1 · · ·gn ,

and then

[γ0, ...,γn]= [r (g1), g1, g1g2, ..., g1 · · ·gn]

which gives the inverse (EG)n/∼ 
 [γ0, ...,γn] 	−→ (g1, ..., gn) ∈Gn . It hence turns out that we

can identify Gn with the quotient (EG)n . Note that the quotient space (EG)n/∼ naturally

inherits the Real structure ρn+1 and that the isomorphism defined above is compatible

with the Real structures.

Henceforth, an element of Gn will be represented by a vector −→g = (g1, ..., gn), where we

view−→g as a morphism [n]×[n]−→G, and gi =−→g (i−1, i ), i = 1, ...,n, or−→g = [γ0, ...,γn] as a

class in (EG)n/∼. For the first picture, if f ∈HomΔ([m], [n]), then the Real face/degeneracy

map f̃ : (Gn ,ρn)−→ (Gm ,ρm) is given by:

f̃ (−→g )= (−→g ( f (0), f (1)
)

, ...,−→g ( f (m−1), f (m)
))

. (3.5)
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For instance, if f in injective, then

−→g ( f (i −1), f (i )
)=−→g ( f (i −1), f (i −1)+1

) · · ·−→g ( f (i )−1, f (i )
)

for f (i )≥ 1,

and thus

f̃ (−→g )= (g f (0)+1 · · ·g f (1) , ..., g f (m−1)+1 · · ·g f (m) ). (3.6)

However, the second picture offers a more general formula for the face and degeneracy

maps; roughly speaking, for any f ∈ HomΔ([m], [n]), we have −→g (i , j ) = γ−1
i γ j for every

(i , j ) ∈ [n]× [n]. In particular, −→g ( f (k−1), f (k))= γ−1
f (k−1)γ f (k), for every k ∈ [m]; then ( 3.5)

gives :

f̃ (−→g )= [γ f (0), ...,γ f (m)]. (3.7)

3.2 Real sheaves on Real simplicial spaces

In this section we will follow closely [88, §3] to study Real sheaves on Real (pre-)simplicial

spaces. We start by introducing some preliminary notions.

Let C be a topological category. We define the category CR , that we will abusively call

the pseudo-Real category associated to C, by setting:

• Ob(CR ) consists of triples (A,σA, A′), where A, A′ ∈Ob(C) and σA ∈HomC(A, A′);

• HomCR

(
(A,σA, A′), (B ,σB ,B ′)

)
consists of pairs ( f , f̃ ) of morphisms f : A −→ B , f̃ :

A′ −→B ′ in C such that the diagrams

A

σA
��

f �� B

σB
��

A′
f̃ �� B ′

commute.

Now, let φ : C −→ C be a functor. Then we define the subcategory Cφ of CR whose

objects are pairs (A,φ(A)), where A ∈Ob(C), and in which a morphism from (A,φ(A)) to

(B ,φ(B)) is a pair ( f , f̃ ) of morphisms f : A −→B , f̃ : φ(A)−→φ(B) such that f̃ ◦φ=φ◦ f . A

fundamental example of this is the category OB(X ) of open subsets of a given topological

Real space (X ,ρ). Recall that objects of this category are the collection of the open sets

U ⊂ X , and morphisms are the canonical injections V �→U when V ⊂U . Given such a

Real space (X ,ρ), the map ρ induces a functor (which is an isomorphism) ρ : OB(X ) −→
OB(X ) given by (

V � � ι �� U
)
	−→
(
ρ(V ) � � ρ◦ι◦ρ �� ρ(U )

)
.
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Definition 3.2.1 (Real presheaves). Let (X ,ρ) be a topological Real space, and let C be a

topological category. A Real presheaf (F,σ) on (X ,ρ) with values in C is a contravariant

functor from OB(X )ρ to CR ; a morphism of Real presheaves is a morphism of such functors.

Specifically, from the fact that ρ : X −→ X is a homeomorphism and from the canon-

ical properties of the injections V �→U of open sets V ⊂U ⊂ X , a Real presheaf on (X ,ρ)

with values in C assigns to each open subset U ⊂ X a triple (F(U ),σU ,F(ρ(U ))), where

F(U ), F(ρ(U )) are objects of C, and σU ∈ IsomC(F(U ),F(ρ(U ))), and for V ⊂U we are given

two morphisms ϕV ,U : F(U )−→ F(V ) and ϕρ(V ),ρ(U ) : F(ρ(U ))−→ F(ρ(V )), called the restric-

tion morphisms, such that:

• ϕU ,U = IdF(U ) ;

• σV ◦ϕV ,U =ϕρ(V ),ρ(U ) ◦σU ,

• ϕW,U =ϕW,V ◦ϕV ,U , and ϕρ(W ),ρ(U ) =ϕρ(W ),ρ(V ) ◦ϕρ(V ),ρ(U ) .

A morphism of Real presheaves φ : (F,σF) −→ (G,σG) is then a family of morphisms

φU ∈HomC(F(U ),G(U )) such that, for all pairs of open sets U , V with V ⊂U , the diagrams

below commute:

F(ρ(U ))

φ
ρ(U )

��

F(U )
σF

U��

φU
��

ϕF
V ,U �� F(V )

φV
��

G(ρ(U )) G(U )
σG

U��
ϕG

V ,U �� G(V )

(3.8)

As in the standard case, if (F,σ) is a Real presheaf over X , and if U is an open subset

of X , an element s ∈ F(U ) is called a section of (F,σ) on U , and for x ∈ X . If V is an open

subset of U , and s ∈F(U ), one often writes s|V for ϕV ,U (s).

Definition 3.2.2. ( [44, Definition 2.2]). A Real sheaf over (X ,ρ) with values in C is a Real

presheaf (F,σ) satisfying the following conditions:

(i) For any open set U ⊂ X , any open cover U =⋃i∈I Ui , any section s ∈ F(U ), s|Ui
= 0 for

all i implies s= 0.

(ii) For any open set U ⊂ X , any open cover U =⋃i∈I Ui , any family of sections si ∈ F(Ui )

satisfying si |Ui j = s j |Ui j for all nonempty intersection Ui j , there exists s ∈ F(U ) such

that s|Ui = si for all i .

A morphism of Real sheaves is a morphism of the underlying presheaves. We denote by

CR (X ) (or simply by Shρ(X ) if there is no risk of confusion) for the category of Real sheaves

on (X ,ρ) with values in C.
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Notice that if (F,σ) is a Real sheaf (resp. presheaf) on (X ,ρ), then F is a sheaf (resp.

presheaf) on X in the usual sense. Recall that the stalk of F at a point x ∈ X , denoted by

Fx , is the direct limit of the direct system (F(U ),ϕV ,U ) where U runs along the family of

open neighborhoods of x; i.e.

Fx := lim−−→
x∈U

F(U ), (3.9)

The image of a section s ∈ F(U ) in Fx by the canonical morphism F(U ) −→ Fx (where

x ∈U ) is called the germ of s at x and denoted by sx .

Note that if U is an open neighborhood of x, ρ(U ) is an open neighborhood ofρ(x), and

the isomorphism σU : F(U ) 
 s 	−→σU (s) ∈F(ρ(U )) extends to an isomorphism σx : Fx −→
Fρ(x), defined by σx(sx) = (σU (s))ρ(x), whose inverse is σρ(x). We thus have a well defined

2-periodic isomorphism, also denoted by σ, on the topological 1 space F :=∐x∈X Fx , given

by

σ :F−→F, (x,sx) 	−→ (ρ(x),σx(sx)) (3.10)

which gives a Real space (F,σ).

Example 3.2.3. Let (X ,ρ) be a Real space. Then the space C(X ) of continuous complex

values functions on X defines a Real sheaf of abelian groups on (X ,ρ) by (U ,ρ(U )) 	−→
(C(U ), ρ̃U ,C(ρ(U ))), where ρ̃U ( f )(ρ(x)) := f (x).

Definition 3.2.4 (Pushforward, pullback). Let (X ,ρ), (Y ,�) be topological Real spaces, and

let f : (Y ,�) −→ (X ,ρ) be a a continuous Real map. Suppose that (F,σ) and (G,ς) are Real

sheaves on (X ,ρ) and (Y ,�) respectively, with values in the same category C.

(i) The pushforward of (G,ς) by f , denoted by ( f∗G, f∗ς), is the Real sheaf on (X ,�) de-

fined by the contravariant functor:

OB(X )ρ −→CR , (U ,ρ(U )) 	−→ ( f∗G(U ), f∗ςU , f∗G(ρ(U ))
)

, (3.11)

where f∗G(U ) :=G( f −1(U )), f∗ςU := ς
f −1(U )

, and

f∗G(ρ(U ))=G( f −1(ρ(U )))∼=G(�( f −1(U ))).

(ii) The pullback of (F,σ) along f , denoted by ( f ∗F, f ∗σ), is the Real sheaf on (Y ,�) asso-

ciated to the Real presheaf defined by:

OB(Y )� −→CR , (V ,�(V )) 	−→ ( f ∗F(V ), f ∗σV , f ∗F(�(V ))), (3.12)

1Recall that ifF is a presheaf over X , any section s ∈F(U ) induces a map [s] : U −→∐x Fx , y 	−→ sy . We give

F :=∐x∈X Fx the largest topology such that all the maps [s] are continuous. On the other hand, associated

to F, there is a sheaf F̂ given by F̂(U ) := Γ(U ,F), and we have that F(U ) ∼= Γ(U ,F) if and only if F is a sheaf.

Then, given a Real presheaf (F,σ), one can define its associated Real sheaf in the same fashion.
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where f ∗F(V ) := lim−−→
f (V )⊂U⊂X

U open

F(U ), and f ∗σV : f ∗F(V ) −→ f ∗F(�(V )) is the morphism

in C extending functorially σU : F(U )−→ F(ρ(U )) along the family of open neighbor-

hoods of f (V ) in X .

It immediately follows from this definition that we have a covariant functor

RTop−→RSh,

(
(Y ,�)

f �� (X ,ρ)

)
	−→
(
Sh�(Y )

f∗ �� Shρ(X )

)
, (3.13)

and a contravariant functor

RTop−→RSh,

(
(Y ,�)

f �� (X ,ρ)

)
	−→
(
Shρ(X )

f ∗ �� Sh�(Y )

)
, (3.14)

where RSh is the category whose objects are the categories of Real sheaves on given Real

spaces and morphisms are functors of such categories.

We will also need the following proposition.

Proposition 3.2.5. Let f : (Y ,�)−→ (X ,ρ) be a a continuous Real map. Suppose that (F,σ)

and (G,ς) are Real sheaves on (X ,ρ) and on (Y ,�) respectively, with values in the same

category C. Then

HomShρ(X )
(
(F,σ), ( f∗G, f∗ς)

)∼=HomSh�(Y )(( f ∗F, f ∗σ), (G,ς)). (3.15)

Proof. The proof is the same as in the general case where Real structures are not con-

cerned (see for instance [44, Proposition 2.3.3]).

Definition 3.2.6. Given a continuous Real map f : (Y ,�)−→ (X ,ρ) and Real sheaves (F,σ)

and (G,ς) as above, we define the set Hom f (F,G)σ,ς of Real f -morphisms from (F,σ) to

(G,ς) to be HomShρ(X )
(
(F,σ), ( f∗G, f∗ς)

)=HomSh�(Y )
(
( f ∗F, f ∗σ), (G,ς)

)

Definition 3.2.7. Let (X•,ρ•) be a Real simplicial (resp. pre-simplicial) space. A Real sheaf

on (X•,ρ•) is a family (Fn ,σn)n∈N such that (Fn ,σn) is a Real sheaf on (Xn ,ρn) for all n, and

such that for each morphism f : [m]−→ [n] in Δ (resp. Δ′) we are given Real f̃ -morphisms

f̃ ∗ ∈Homf̃ (Fm ,Fn)σm ,σn such that

�f ◦ g
∗ = f̃ ∗ ◦ g̃∗, (3.16)

whenever f and g are composable.
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One can use the definition of the push-forward to give a concrete interpretation of this

definition. Roughly speaking, a sequence (Fn ,σn)n∈N is a Real sheaf on a Real simplicial

(resp. pre-simplicial, ...) space (X•,ρ•), if for a given morphism f : [m] −→ [n] in Δ (resp.

Δ′, ...), then for any pair of open sets U ⊂ Xn and V ⊂ Xm such that f̃ (U ) ⊂ V there is a

restriction map f̃ ∗ :Fm(V )−→Fn(U ) such that the diagram

Fm(V )

σm
V

��

f̃ ∗ �� Fn(U )

σn
U

��
Fm(ρ(V ))

f̃ ∗ �� Fn(ρ(U ))

(3.17)

commute, and f̃ ∗ ◦ g̃∗ =�f ◦ g
∗

: Fk (W ) −→ Fn(U ) whenever g̃ (V ) ⊂W ⊂ Xk . Morphisms

of Real sheaves over (X•,ρ•) are defined in the obvious way; we denote by Shρ•(X•) for the

category of Real sheaves over (X•,ρ•).

3.3 Real G-sheaves and reduced Real sheaves

Definition 3.3.1. (i) A Real space (Y ,�) is said to be étale over (X ,ρ) if there exists an

étale Real map f : (Y ,�)−→ (X ,ρ); that is to say, every point y ∈ Y has an open neigh-

borhood V such that fV : V −→U is homeomorphism, where U in an open neighbor-

hood of f (y) in X .

(ii) A Real groupoid (G,ρ) is étale if the range (equivalently the source) map is étale.

(iii) A morphism π• : (Y•,�•)−→ (X•,ρ•) of Real (pre-)simplicial spaces is étale if for all n,

πn : (Yn ,�n)−→ (Xn ,ρn) is étale.

Example 3.3.2. Any Real sheaf (F,σ) on (X ,ρ) can be viewed as an étale Real space over

(X ,ρ). Indeed, considering the underlying topological Real space (F,σ), it is easy to check

that the canonical projection

F−→ X , (x,sx) 	−→ x

is an étale Real map.

Definition 3.3.3. Let (G,ρ) be a topological Real groupoid. A Real G-sheaf (or an étale Real

G-space) is an étale Real space (E0,ν0) over (G(0),ρ) equipped with a continuous Real G-

action.

We say that (E0,ν0) is an Abelian Real G-sheaf if in addition it is an Abelian Real sheaf

on (G(0),ρ) such that the action αg : (E0)s(g ) −→ (E0)r (g ) is a group homomorphism, for any

g ∈G.

A morphism of Real G-sheaves (E0,ν0) and (E′0,ν′0) is a G-equivariant continuous Real

map ψ : (E0,ν0)−→ (E′0,ν′0) such that p ′ ◦ψ= p.
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The category of Real G-sheaves is denoted by BρG, and is called the classifying topos of

(G,ρ).

Examples 3.3.4. 1. Considering a Real space (X ,ρ) as a Real groupoid, a Real X -sheaf is

the same thing as a Real sheaf over (X ,ρ); in other words we have that BρX ∼= Shρ(X ).

2. If (G,ρ) is a Real group, then a Real G-sheaf is just a Real space equipped with a con-

tinuous Real G-action.

Lemma 3.3.5. Any generalized Real morphism (Z ,τ) : (Γ,�)−→ (G,ρ) induces a morphism

of toposes

Z∗ :Bρ(G)−→B�(Γ).

Consequently, there is a contravariant functor

B :RG−→RBG,

defined by

( (Γ,�)
(Z ,τ) �� (G,ρ) ) 	−→ ( BρG

Z∗
�� B�Γ ),

where RBG is the category whose objects are classifying toposes of Real groupoids.

Proof. As noted in [62, 2.2] for the usual case, any Real morphism f : (Γ,�)−→ (G,ρ) gives

rise to a functor f ∗ : BρG −→B�Γ. Indeed, if (E0,ν0) is a Real G-sheaf through an étale

Real G-map p : (E0,ν0) −→ (G(0),ρ), then we obtain a Real Γ-sheaf ( f ∗E0, f ∗ν0) by pulling

back (E0,ν0) along f ; i.e. f ∗E0 = Γ(0) × f ,G(0),p E0, f ∗ν0 = �×ν0, f ∗p(y,e) := y , and the

right Real Γ-action is γ · (s(γ),e) := (r (γ), f (γ) · e) when p(e) = s( f (γ)). If ψ : (E0,ν0) −→
(E′0,ν′0) is a morphism of Real G-sheaves, then the map f ∗ψ : ( f ∗E0, f ∗ν0)−→ ( f ∗E′0, f ∗ν′0)

defined by f ∗ψ(y,e) := (y,ψ(e)) is obviously a morphism a Real Γ-sheaves. It follows that

any (U, fU) ∈HomRGΩ
((Γ,�), (G,ρ)) gives rise to a covariant functor f ∗

U
: BρG−→B�Γ[U].

Now if (Z ,τ) corresponds to (U, fU), and if as in the previous chapter, ι : Γ[U] −→ Γ is the

canonical Real morphism, then we can push forward ( f ∗
U
E0, f ∗

U
ν0) through ι to get a Real

Γ-sheaf (Z∗E0, Z∗ν0); i.e

Z∗E0 := ι∗ f ∗UE0, (3.18)

and the Real structure Z∗ν0 is the obvious one.

Lemma 3.3.6. Let (G,ρ) be a topological Real groupoid. Then, any RealG-sheaf canonically

defines a Real sheaf over the Real simplicial space (Gn ,ρn)n∈N.

To prove this Lemma, we need some more preliminary notions.
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Definition 3.3.7. ( [88]). A morphism π• : (E•,ν•) −→ (X•,ρ•) of Real simplicial spaces is

called reduced if for all m, n and for all f ∈ HomΔ([m], [n]), the morphism f̃ induces an

isomorphism

(En ,νn)∼= (Xn × f̃ ,Xm ,πm
Em ,ρn ×νm).

In this case, we say that (E•,ν•) is a reduced Real simplicial space over (X•,ρ•).

Morphisms of reduced Real simplicial spaces over (X•,ρ•) are defined in the obvious

way.

Definition 3.3.8. ( [88]). We say that a Real sheaf (F•,σ•) over a Real simplicial space

(X•,ρ•) is reduced if for all m, n and all f ∈HomΔ([m], [n]), f̃ ∗ ∈Hom
(
( f̃ ∗Fm , f̃ ∗σm), (Fn ,σn)

)
is an isomorphism.

Lemma 3.3.9. ( [88, Lemma 3.5]). Let (X•,ρ•) be a Real simplicial space. Then, there is

a one-to-one correspondence between reduced Real sheaves over (X•,ρ•) and reduced étale

Real simplicial spaces over (X•,ρ•).

Proof. Suppose that we are given a Real sheaf (F•,σ•) over the Real simplicial space (X•,ρ•),

and let (Fn ,σn)n∈N be its underlying sequence of topological Real spaces. We already know

from Example 3.3.2 that each of the canonical projection maps πn : (Fn ,σn) −→ (Xn ,ρn)

is étale. Now suppose that (F•,σ•) is reduced; that is to say that for any morphism f ∈
HomΔ([m], [n]), and every open set V ⊂ Xm , f̃ ∗ :Fm(V )−→Fn( f̃ −1(V )) is an isomorphism,

so that we have a commutative diagram

Fm(V )

σm
V

��

f̃ ∗
Fn( f̃ −1(V ))

σn

f −1(V )
��

Fm(ρm(V ))
f̃ ∗

Fn(ρn( f̃ −1(V )))

(3.19)

Let x ∈ Xn , y ∈ Xm such that f̃ (x)= y , and let U ⊂ Xn and V ⊂ Xm be open neighborhoods

of x and y respectively such that f̃ (U ) ⊂ V . Then, for a section sm ∈ Fm(V ), we have an

element (x, (y,sm
y )) ∈ Xn× f̃ ,Xm ,πm

Fm to which we assign an element (x,sn
x ) ∈Fn as follows:

since U ⊂ f̃ −1(V ), the section sm ∈ Fm(V )∼= Fn( f̃ −1(V )) has a restriction sn := sm
U ∈ Fn(U ).

In this way we get a well defined map Xn × f̃ ,Xm ,πm
Fm −→Fn . Moreover, it is easy to check

that this map is an isomorphism; the inverse is the map

Fn 
 (x,sn
x ) 	−→ (x, ( f̃ (x), ( f̃ ∗sn) f̃ (x))) ∈ Xn × f̃ ,Xm ,πm

Fm ,

where if x ∈ U ⊂ Xn and f̃ (U ) ⊂ V ⊂ Xm , f̃ ∗sn is any section in Fm(V ) ∼= Fn( f̃ −1(V ))

that has the same class as sn at the point x when restricted to Fn(U ) through the restric-

tion map Fn( f̃ −1(V )) −→ Fn(U ). Furthermore, for every f ∈ HomΔ([m], [n]), there is a
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face/degeneracy map f̃ : (Fn ,σn) −→ (Fm ,σm) given by f̃ (x,sx) := ( f̃ (x), ( f̃ ∗s)
f̃ (x)

); hence

(F•,σ•) is a reduced étale Real simplicial space over (X•,ρ•).

Conversely, if π• : (E•,ν•) −→ (X•,ρ•) is a reduced étale morphism of Real simplicial

spaces, we let Fn(U ) be the space C (U ,En) of continuous sections over U (where U is

an open subset of Xn) of the projection πn : (En ,νn) −→ (Xn ,ρn). Next we define σn
U

:

Fn(U ) −→ Fn(ρn(U )) by σn
U

(s)(ρn(x)) := νn(s(x)). Notice that since the πn ’s are étale, one

can recover the Real spaces (En ,νn) by considering the underlying Real spaces of the Real

sheaves (Fn ,σn). Now for any f ∈HomΔ([m], [n]) and for any open set V ⊂ Xm , we have an

isomorphism f̃ ∗ :Fm(V )−→Fn( f̃ −1(V )), s 	−→ f̃ ∗s, where ( f̃ ∗s)(x)= (x,s( f̃ (x))) ∈ Xn× f̃ ,Xm ,πm

Em
∼=Em .

Using the same construction as in the second part of this proof, we deduce the follow-

ing

Lemma 3.3.10. Any reduced Real simplicial space over (X•,ρ•), étale or not, determines a

Real sheaf over (X•,ρ•).

Proof of Lemma 3.3.6. Let (Z ,τ) be a Real G-sheaf, and let π : (Z ,τ)−→ (G(0),ρ) be an étale

Real map. Put for all n ≥ 0,En := (G�Z )n :=Gn×π̃n ,G(0),πZ , where π̃n(g1, ..., gn)= π̃n[γ0, ...,γn]=
s(γn)= s(gn), and define νn := ρn ×τ. We thus obtain a Real simplicial space (En ,νn): the

simplicial structure is given by

En 

(
[γ0, ...,γn], z

) 	−→ ((γ f (0), ...,γ f (m)),γ−1
f (m)γn · z

)
∈Em , (3.20)

for f ∈HomΔ([m], [n]). Furthermore, it is straightforward to see that the projections πn :

En −→ Gn are compatible with the Real structures νn and ρn , and that they define a mor-

phism of Real simplicial spaces. If f ∈HomΔ([m], [n]), then the assignment

([γ0, ...,γn], z) 	−→
(
[γ0, ...,γn], ([γ f (0), ...,γ f (m)],γ

−1
f (m)γn · z)

)
obviously defines a Real homeomorphism En

∼= Gn × f̃ ,Gm ,πm
Em which shows that (E•,ν•)

is a reduced Real simplicial space over (Gn ,ρn). It follows from Lemma 3.3.10 that (E•,ν•)

determines an object of Shρ•(G•).

Remark 3.3.11. Notice that in the proof above we did not use the fact that (Z ,τ) is étale. In

fact, the Real G-action suffices for (Z ,τ) to give rise to a Real sheaf over (G•,ρ•). However, the

property of being étale will be necessary to show that the Real sheaf obtained is reduced (as

it is mentioned in the following corollary).

Corollary 3.3.12. Let (G,ρ) be a topological Real groupoid. Then there is a functor

E :BρG−→ redShρ•(G•),

where redShρ•(G•) is the full subcategory of Shρ•(G•) consisting of all reduced Real sheaves

over (G•,ρ•).
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Proof. Let us keep the same notations as in the proof of Lemma 3.3.6. Since π is étale, so

is πn for all n. The reduced Real simplicial space (E•,ν•) is then étale over (G•,ν•). Now, it

suffices to apply Lemma 3.3.9.

3.4 Real G-modules

Definition 3.4.1. (Compare with [88, Definition 3.9]). Let (G,ρ) be a topological Real

groupoid. A Real G-module is a topological Real groupoid (M, −), with unit space (G(0),ρ),

and with source and range maps equal to a Real map π : (M, −)−→ (G(0),ρ), such that

• Mx (=Mx =Mx
x) is an abelian group for all x ∈G(0);

• for all x ∈G(0), the map (−) :Mx −→Mρ(x) is a group morphism;

• as a Real space, (M, −) is endowed with a Real G-action α :G×s,πM−→M;

• for each g ∈G, the map αg :Ms(g ) −→Mr (g ) given by the action is a group morphism.

By Remark 3.3.11, any Real G-module (M, −) determines an abelian Real sheaf (F•,σ•)

on (G•,ρ•) constructed as follows: consider the reduced Real simplicial space (E•,ν•) =
((G�M)n ,ρn × (−)), where the Real simplicial structure is given by:

f̃
(
[γ0, ...,γn], t

)= ([γ f (0), ...,γ f (m)],γ
−1
f (m)γn · t

)
,

for any f ∈ HomΔ([m], [n]). Next, (F•,σ•) is defined as the sheaf of germs of continuous

sections of the projections π• : (E•,ν•)−→ (G•,ρ•).

Example 3.4.2. Let (G,ρ) be a topological Real groupoid and let M = G(0) ×S1 be en-

dowed with the canonical Real structure (x,λ)) := (ρ(x), λ̄), and Real G-action g · (s(g ),λ)=
(r (g ),λ). Then (M,−) is a Real G-module. The corresponding Real sheaf is called the con-

stant sheaf of germs of S1-valued functions and denoted (abusively) S1. More generally, if

S is any Real group, G(0)×S is a Real G-module, and the induced Real sheaf over (G•,ρ•) is

denoted by S.

3.5 Pre-simplicial Real covers

Definition 3.5.1 (Compare with Definition 4.1 [88]). . Let (X•,ρ•) be a Real pre-simplicial

space. A Real open cover of (X•,ρ•) is a sequence U• = (Un)n∈N such that Un = (U n
j ) j∈Jn is a

Real open cover of (Xn ,ρn).
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We say that U• is pre-simplicial if (J•, −) = (Jn , −)n∈N is a Real pre-simplicial set such

that for all f ∈HomΔ′([m], [n]) and for all j ∈ Jn, one has f̃ (U n
j ) ⊆U m

f̃ ( j )
. In the same way,

one defines the notions of simplicial Real cover and N -simplicial Real cover.

We will use the same construction as in [88, §4.1] to show the following lemma.

Lemma 3.5.2. Any Real open cover U• of a Real (pre-)simplicial space (X•,ρ•) gives rise to

a pre-simplicial Real open cover �U•.

Proof. For each n ∈N, let Pn =⋃n
k=0P

k
n , where Pk

n =HomΔ′([k], [n]). Let P=⋃n Pn , and let

Λn (or Λn(J•) if there is a risk of confusion) be the set of maps

λ :P−→⋃
k

Jk such that λ(Pk
n) ∈ Jk , for all k. (3.21)

It is immediate to see that Λn is non-empty; indeed, for each k ∈ N, we fix a map
−→
j k :

[n]−→ Jk which can be written as
−→
j k = ( j k

0 , ..., j k
n ). Next, we define

−→
j = (

−→
j k )k∈N. Then the

map λ : P −→ ⋃k Jk given by λ(ϕ) := −→j ◦ϕ lies in Λn . Moreover, Λn has a Real structure

defines as follows: if ϕ ∈Pk
n , then we set

λ̄(ϕ) :=λ(ϕ) ∈ Jk (3.22)

Now, for all λ ∈Λn , we let

U n
λ := ⋂

k≤n

⋂
ϕ∈Pk

n

ϕ̃−1(U k
λ(ϕ)). (3.23)

Let x ∈ Xn . For each k ≤ n and ϕ ∈Pk
n , there is j k

ϕ ∈ Jk such that ϕ̃(x) ∈U k
j k
ϕ

⊂ Xk . Define the

mapλx :P−→⋃k Jk byλx(ϕ) := ( j k
ϕ)k . Then, one can see that x ∈⋂k≤n

⋂
ϕ∈Pk

n
ϕ̃−1(U k

λx (ϕ))=
U n

λx
. Furthermore, ρn(U n

λ
)=U n

λ̄
; hence, (U n

λ
)λ∈Λn is a Real open cover of (Xn ,ρn). If for any

f ∈HomΔ′([m], [n]), we define a map f̃ : Λn −→Λm by

( f̃ λ)(ϕ) :=λ( f ◦ϕ), for all λ ∈Λn , and ϕ ∈Pk
n ,

one sees that f̃ (U n
λ

)⊆U m
f̃ (λ)

. Thus, �U• = ((U n
λ

)λ∈Λn )n∈N is a pre-simplicial Real open cover

of (X•,ρ•).

In the same way, for all N ∈ N and n ≤ N , we denote by ΛN
n the set of all maps λ :⋃

k≤n HomΔ([k], [n])−→⋃k≤n Jk that satify λ(HomΔ([k], [n]))⊂ Jk , and we set

U n
λ := ⋂

k≤n

⋂
ϕ∈HomΔ([k],[n])

ϕ̃−1(U n
λ(ϕ)).

Then, we provideΛN• with the Real structure defined in the same fashion, and we give it the

N -simplicial structure defined as follows: for any f ∈HomΔN ([m], [n]), the map f̃ : ΛN
n −→

ΛN
m is ( f̃ λ)(ϕ) :=λ( f ◦ϕ). We thus obtain a N -simplicial Real cover �NU• = (�NUn)n∈N of the

N -skeleton of (X•,ρ•), where �NUn = (U n
λ

)λ∈ΛN
n

.

We endow the collection of Real open covers of (X•,ρ•) with the partial pre-order given

by the following definition.
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Definition 3.5.3. Let U• and V• be Real open covers of a Real simplicial space (X•,ρ•),

with Un = (U n
j ) j∈Jn and Vn = (V n

i )i∈In . We say that V• is finer than U• if for each n ∈ N,

there exists a Real map θn : (In , −) −→ (Jn , −) such that V n
i ⊆U n

θn (i ) for every i ∈ In. The

Real map θ• = (θn)n∈N is required to be pre-simplicial (resp. N -simplicial) if U• and V• are

pre-simplicial (resp. N -simplicial).

3.6 "Real" Čech cohomology

Definition 3.6.1 (Real local sections). Let (F,σ) be an abelian Real (pre-)sheaf over (X ,ρ)

and letU= (U j ) j∈J be a Real open cover of (X ,ρ). We say that a family s j ∈F(U j ) is a globally

Real family of local sections of (F,σ) over U if for every j ∈ J , s j̄ is the image of s j in F(U j̄ ) by

σU j .

We define C Rss(U,F)ρ,σ to be the set of all globally Real families of local sections of (F,σ)

relative to U; i.e.

C Rss(U,F)ρ,σ :=
{

(s j ) j∈J ⊂
∏
j∈J

F(U j ) | s j̄ =σU j (s j ), ∀ j ∈ J

}
.

To avoid irksome notations, we will write C Rss(U,F) or C Rss(U,F)σ instead of C Rss(U,F)ρ,σ.

It is clear that C Rss(U,F) is an abelian group.

Now let (X•,ρ•) be a Real simplicial space, and let U• be a pre-simplicial Real open

cover of (X•,ρ•). Suppose (F•,σ•) is a (pre-simplicial) abelian Real (pre-)sheaf over (X•,ρ•).

Definition 3.6.2. We define the complex C R∗ss(U•,F•)ρ•,σ• , also denoted by C R∗ss(U•,F•) if

there is no risk of confusion, by

C Rn
ss(U•,F•) :=C Rss(Un ,Fn)ρn ,σn , for n ∈N. (3.24)

A Real n-cochain of (X•,ρ•) relative to a pre-ssimplicial Real open cover U• with coefficients

in (F•,σ•) is an element in C Rn
ss(U•,F•).

Let us consider again the maps εk : [n] −→ [n + 1] defined by (3.1), for k = 0, ...,n +
1. We have Real maps ε̃k : (Jn+1, −) −→ (Jn , −), ε̃k : (Xn+1,ρn+1) −→ (Xn ,ρn), and ε̃k :

(Fn+1,σn+1)−→ (Fn ,σn); and since ε̃k (U n+1
j )⊆U n

ε̃k ( j ) for every j ∈ Jn+1, we have a restric-

tion map

ε̃∗k :Fn(U n
ε̃( j ))−→Fn+1(U n+1

j )

such that σn+1
U n+1

j

◦ ε̃∗k = ε̃∗k ◦σn
U n

ε̃k ( j )
.
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Definition 3.6.3. Let U• be a pre-simplicial Real open cover of (X•,ρ•). For n ≥ 0, we define

the differential map

d n : C Rn
ss(U•,F•)−→C Rn+1

ss (U•,F•) (3.25)

also denoted by d, by setting for c = (c j ) j∈Jn ∈C Rn
ss(U•,F•) and for j ∈ Jn+1:

(dc) j :=
n+1∑
k=0

(−1)k ε̃∗k (cε̃k ( j )). (3.26)

Remark 3.6.4. The differential d of (3.26) do maps C Rn
ss(U•,F•) to C Rn+1

ss (U•,F•); indeed,

combining the fact that the ε̃k are Real maps and the discussion preceeding the last defini-

tion, one has

(dc) j̄ =
n+1∑
k=0

(−1)k ε̃∗k (cε̃k ( j̄ ))=
n+1∑
k=0

(−1)k ε̃∗k (σn
U n

ε̃k ( j )
cε̃k ( j ))=σU n+1

j
((dc) j ).

Lemma 3.6.5. The differential maps d are group homomorphisms that satisfy d n ◦d n−1 = 0

for n ≥ 1.

Proof. That for any n ∈N, d n is a group homomorphism is straightforward. Let (c j ′) j ′∈Jn−1 ∈
C Rn−1

ss (U•,F•). Then, for j ∈ Jn+1 one has

(d nd n−1c) j =
n+1∑
l=0

(−1)l (ε̃n+1
l )∗

(
n∑

k=0
(−1)k (ε̃n

k )∗(cε̃n
k ◦ε̃n+1

l ( j ))

)

=
n+1∑
l=0

n∑
k=0

(−1)l+k (ε̃n+1
l )∗ ◦ (ε̃n

k )∗(cε̃n
k ◦ε̃n+1

l ( j ))

=
n∑

p=0

n∑
k=0,k≤2p

(ε̃n+1
2p−k )∗(ε̃n

k )∗(cε̃n
k ◦ε̃n+1

2p−k ( j ))

−
n∑

p=0

n∑
k=0,k≤2p+1

(ε̃n+1
2p+1−k )∗ ◦ (ε̃n

k )∗(cε̃n
k ◦ε̃n+1

2p+1−k ( j ))

= 0,since εn+1
r ◦εn

q = εn+1
r+1 ◦εn

q , for any r, q ≤ n.

We thus can give the following

Definition 3.6.6. A Real n-cochain c in the kernel of d n is called a Real n-cocycle relative

to the pre-simplicial Real open cover U• with coefficients in (F•,σ•); the Real n-cocyles form

a subgroup Z Rn
ss(U•,F•) of C Rn

ss(U•,F•). The Real n-cochains belonging to the image of

d n−1 are called Real n-coboundaries relative to U• and form a subgroup BRn
ss(U•,F•) (since
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d 2 = 0). The nth Real cohomology group of the pre-simplicial Real open cover U• with

coefficients in (F•,σ•) is defined by the nth cohomology group of the complex

...
d n−2

−→ C Rn−1
ss (U•,F•)

d n−1

−→ C Rn
ss(U•,F•)

d n

−→C Rn+1
ss (U•,F•)

d n+1

−→ ...

That is,

HRn
ss(U•,F•) := Z Rn

ss(U•,F•)

BRn
ss(U•,F•)

:= kerd n

Im d n−1
.

Example 3.6.7. (Compare with [88, Example 4.3]). Let (X•,ρ•) be the constant Real simpli-

cial space associated with a topological Real space (X ,ρ); that is (Xn ,ρn) = (X ,ρ) for every

n ≥ 0. Suppose U =: U0 = (U 0
j ) j∈J0 is a Real open cover of (X ,ρ). Define Jn := J n+1

0 together

with the obvious Real structure. Then (Jn , −) is admits a simplicial structure by

f̃ ( j0, ..., jn) := ( j f (0), ..., j f (m)), for all f ∈HomΔ([m], [n]).

Let U n
( j0,.., jn ) := U 0

j0
∩ ...∩U 0

jn
and Un = (U n

j ) j∈Jn . Of course Un is a Real open cover of

(Xn ,ρn), and for any f ∈ HomΔ([m], [n]) one has f̃ (U n
( j0,..., jn )) = U n

( j0,..., jn ) ⊆ U 0
f (0) ∩ ...∩

U 0
f (m) =U m

f̃ ( j0,..., jn )
; hence U• is a simplicial Real open cover of (X•,ρ•).

Let (F,σ) be an Abelian Real sheaf on (X ,ρ) and let (Fn ,σn) := (F,σ) for all n ≥ 0. Then,

HR∗ss(U•,F•) can be viewed as the "Real" analogue of the usual ( i.e., when all the Real

structures are trivial) cohomology group H∗(U0,F) and is denoted by HR∗(U,F). A Real

0-cochain is a globally Real family (s j ) j∈J of local sections. Given such a family, the differ-

ential d 0 gives: (d 0s)( j0, j1) = s j1|U j0 j1
− s j0|U j0 j1

; it hence defines a Real 0-cocycle if there exists

a Real global section f ∈ Γ(X ,F) such that s j = fU j for all j ∈ J .

A Real 1-coboundary is then a family (c j0 j1 ) j0, j1∈J of sections c j0 j1 ∈F(U j0 j1 )∼= Γ(U j0 j1 ,F)

verifying c j̄0 j̄1
(ρ(x)) = σ(c j0 j1 (x)) for every x ∈U j0 j1 , and such that there exists a globally

Real family (s j ) j∈J of sections s j ∈ Γ(U j ,F) such that c j0 j1 = s j1 − s j0 over all non-empty in-

tersection U j0 j1 .

Finally, a Real 1-cochain c = (c j0 j1 ) ∈C R1
ss(U,F) can be seen as a family of sections c j0 j1 ∈

Γ(U j0 j1 ,F) satisfying c j̄0 j̄1
(ρ(x)) = σ(c j0 j1 (x)). Such a cocyle is 1-cocyle if and only if one

has (dc) j0 j1 j2 = 0 for all j0, j1, j2 ∈ J ; in other words, c j0 j1 + c j1 j2 = c j0 j2 over all non-empty

intersection U j0 j1 j2 .

We can apply Lemma 3.5.2 to generalize the definition of the Real cohomology groups

relative to pre-simplicial Real open covers to arbitrary Real open covers of (X•,ρ•).

Definition 3.6.8. Let (X•,ρ•) be a Real (pre-)simplicial space and let (F•,σ•) ∈Ob(Shρ•(X•)).

For any Real open cover U• of (X•,F•), we let

C R∗(U•,F•) :=C R∗ss(�U•,F•), (3.27)
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and we define the Real cohomology groups of U• with coefficients in (F•,σ•) by

HR∗(U•,F•) :=HR∗ss(�U•,F•). (3.28)

We head now toward the definition of the Real Čech cohomology; roughly speaking,

given an Abelian Real (pre-)sheaf (F•,σ•) over a Real simplicial space (X•,ρ•) , we want

to define the Real cohomology groups HRn(X•,F•) as the inductive limit of the groups

HRn(U•,F•) over some category of Real open covers of (X•,ρ•). To do this, we need some

preliminaries elements.

Lemma 3.6.9. Let (X•,ρ•) and (F•,σ•) be as above. Assume U• and V• are Real open covers

of (X•,ρ•), with Un = (U n
j ) j∈Jn and Vn = (V n

i )i∈In . Then all refinements θ• : (I•, −)−→ (J•, −)

induces group homomorphisms

θ∗n : HRn(U•,F•)−→HRn(V•,F•). (3.29)

Proof. In virtue of Lemma 3.5.2, one can assume that U• and V• are pre-simplicial, and so

that θ• is a pre-simplicial Real map. Define θ∗n : C Rn(U•,F•)−→C Rn(V•,F•) as follows: for

any c = (c j ) j∈Jn ∈C Rn(U•,F•), we put

(θ∗nc)i := c
θn (i )|V n

i
;

i.e. (θ∗nc)i is the image of cθn (i ) by the canonical restrictionFn(U n
θn (i ))−→Fn(V n

i ). A straight-

forward calculation shows that this well defines an element in C Rn(V•,Fbul l et ). More-

over, it is clear that θ∗n is a group homomorphism for any n. Moreover, since θ• is pre-

simplicial, ε̃k ◦θn+1 = θn ◦ ε̃k . Then, for i ∈ In+1, one has

(dθ∗n(c))i =
n+1∑
k=0

(−1)k ε̃∗k (c
θn◦ε̃k (i )|V n

ε̃k (i )
)=

n+1∑
k=0

(−1)k ε̃∗k (c
ε̃k ◦θn+1(i ) )|V n+1

i
= (θ∗n+1d(c)),

then d n◦θ∗n = θ∗n+1◦d n for all n ∈N. It turns out that θ∗n maps Z Rn(U•,F•) into Z Rn(V•,F•)

and maps BRn(U•,F•) into BRn(V•,F•). Consequently, θ∗n passes through the quotients:

θ∗n([c]) := [θ∗n(c)], for c ∈ Z Rn(U•,F•).

As noted in [88], the map HR∗(U•,F•) −→ HR∗(V•,F•) may depends on the choice of

the given refinement.

Definition 3.6.10. Let (X•,ρ•) and (F•,σ•) be as previously. Let U• and V• be Real open

covers of (X•,ρ•). Let φn ,ψn : C Rn(U•,F•) −→ C Rn(V•,F•) be two families of group ho-

momorphisms commuting with d. We say that (φn)n∈N and (ψn)n∈N are equivalent (resp.

N -equivalent, for a given N ∈N such that the N -keleton of V• admits an N -simplicial Real

structure) if for all n ∈ N (resp. for all n ≤ N ), there exists a group homomorphism hn :

C Rn(U•,F•) −→ C Rn−1(V•,F•), with the convention that C R−1(V•,F•) = {0} (and hN+1 =
hN in case of N -equivalence), such that

φn −ψn = d n−1 ◦hn +hn+1 ◦d n , ∀n ∈N (resp. ∀n ≤N ). (3.30)
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Observe that such N -equivalent families φ• and ψ• induces group homomorphisms

HRn(U•,F•)−→HRn(V•,F•),

also denoted by φn and ψn respectively, and given by φn([c]) := [φn(c)], and ψn([c]) :=
[ψn(c)] for all c ∈ Z Rn(U•,F•). Assume hn : C Rn(U•,F•)−→C Rn−1(V•,F•) is such that (3.30)

holds for all n ≤N , then for all c ∈ Z Rn(U•,F•), one has

(φn −ψn)([c])= [d n−1(hnc)]+ [hn+1(d nc)]= 0;

in other words, φn andψn define the same homomorphism from HRn(U•,F•) to HRn(V•,F•)

when n ≤N .

It is clear that (N -)equivalence of morphisms φn : C Rn(U•,F•)−→C Rn(V•,F•) is an equiv-

alence relation. We also denote by φ• for the (N -)class of φ•.

Definition 3.6.11. Denote by N the collection of all Real open covers of (X•,ρ•). Let U•, V• ∈
N. We say thatV• is h-finer thanU• ifV• is finer thanU• in the sense of Definition 3.5.3, and

if there exists N ∈ N such that the N -skeleton of V• admits an N -simplicial Real strucutre.

In this case, we will write U• �N V• or U• �h V•.

We refer to [88, Lemma 4.5]) for the proof of the following

Lemma 3.6.12. Let U• and V• be Real open covers of (X•,ρ•) such that U• �N V•. If θ•,θ′• :

(I•, −)−→ (J•, −) are two arbitrary refinements, then their induced group homomorphisms

θ∗• and (θ′•)∗ are N -equivalent. Consequently, there is a canonical morphism

HRn(U•,F•)−→HRn(V•,F•)

for each n ≤N .

Example 3.6.13. By Lemma 3.5.2, from anyy Real open cover U• of (X•,ρ•) and anyy N ∈N,

one can form an N -simplicial Real open cover �NU• of the N -skeleton of (X•,ρ•). Next, we

define a new Real open cover �U
N• by setting

�U
N
n :=
{

�NUn , if n ≤N

Un , if n ≥N +1
(3.31)

It is clear that the N -skeleton of �UN• admits an N -simplicial Real structure. Recall that �U
N•

is indexed by I•, with In = ΛN
n if n ≤ N and In = Jn if n ≥ N +1. Now we get a refinement

Nθ• : (I•, −)−→ (J•, −) by setting

Nθn :=
{

ΛN
n −→ Jn , λ 	−→λ(Id[n]), if n ≤N

Id : Jn −→ Jn , if n ≥N +1
(3.32)

hence U• �N �U
N• for all N ∈N. In particular, U• �0 U•.
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We deduce from the example above that "�h" is a pre-order in the collection N. Sup-

pose that U• �h V• �h W and K•
θ′•−→ I•

θ•−→ J• are refinements. Then it is easy to check that

the maps θ∗• and (θ′•)∗ defined by (3.29) verify the relation (θn◦θ′n)∗ = (θ′n)∗◦θ∗n for all n ∈N.

For n ∈N, we denote by N(n) the collection of all elements U• ∈N such that U• �N U•
for some N ≥ n+1; i.e., U• ∈N(n) if there is N ≥ n+1 such that the N -skeleton of U• ad-

mits an N -simplicial Real structure. It is obvious that "�h" is also a preorder in N(n).

Furthermore, Lemma 3.6.12, states that if U• �h V• in N(n), there is a canonical map

HRn(U•,F•)−→HRn(V•,F•). It follows that for all n ∈N, the collection{
HRn(U•,F•) |U• ∈N(n)

}
is a directed system of groups; this allows us to give the following definition.

Definition 3.6.14. We define the nth Čech cohomology group of (X•,ρ•) with coefficients

in (F•,σ•) to be the direct limit

ȞRn(X•,F•) := lim−−→
U•∈N(n)

HRn(U•,F•). (3.33)

Lemma 3.6.15. For every U• ∈N, pre-simplicial or not, there is a canonical group homo-

morphism

θU• : HRn(U•,F•)−→ ȞRn(X•,F•),

for all n ∈N.

Proof. For every U• ∈N (simplicial or not), and for every n ∈ N, we define the map θU• :

HRn(U•,F•)−→ ȞRn(X•,F•) by composing the canonical homomorphism

Nθ∗n : HRn(U•,F•)−→HRn(�U
N
• ,F•)

with the canonical projection

pN
U• : HRn(�U

N
• ,F•)−→ ȞRn(X•,F•),

for some N ≥ n+1; i.e. θU• = pN
U•
◦Nθ∗n (recall that Nθn is defined by (3.32)).

3.7 Comparison with usual groupoid cohomologies

In this section we compare our cohomology with the usual cohomology theory in some

special cases, especially with that developed in [88].
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Proposition 3.7.1. Suppose S is an Abelian Real group. Let r S be the fixed point subgroup

of S. Let (G,ρ) be a Real groupoid. Then if ρ is trivial , we have

ȞR∗(G•,S)= Ȟ∗(G•, r S).

In particular, if S has no non-trivial fixed point, we have ȞR∗(G•,S)= 0.

Proof. Let (cλ) ∈ Z Rn(U•,S). Since ρ = Id, we may take the involution on J• to be trivial.

For every −→g ∈U n
λ

, we have

cλ(−→g )= cλ(−→g )= cλ(−→g ) ∈ r S.

Thus cλ ∈ Z Rn(U•, r S).

Conversely, we obviously have Ȟ n(G•, r S)⊂ ȞRn(G•,S) since ρ is trivial.

Corollary 3.7.2. If ρ and the Real structure of S are trivial, then Ȟ∗(G•,S)= Ȟ∗(G•,S).

Let us focus now on the case where Greduces to a Real space (X ,τ) and S=Z0,1. Then

τ induces an action of Z2 on X by (−1) · x := τ(x), (+1) · x := x.

Proposition 3.7.3. (i) ȞR∗(X ,Z0,1)∼= Ȟ∗
(Z2,−)(X ,Z), where the sign "−" stands for the Z2-

equivariant cohomology with respect to the action of Z2 on Z given by (−1) · n :=
−n, (+1) ·n := n.

(ii) Ȟ∗(X ,Z) ∼=Q Ȟ∗
(Z2,−)(X ,Z)⊕ Ȟ∗

(Z2,+)(X ,Z), where the sign "+" means the trivial Z2-

action on Z.

Proof. (i) Let c ∈ ȞRn(X ,Z0,1) be represented on the Real open cover (U j ) of X . Then

c j̄0... j̄n
(τ(x)) = −c j0... jn (x) implies τ∗c j0... jn (x) = −c j0... jn (x),∀x ∈ X ; in other words, c

is Z2-equivariant with respect to the Z2-action "−" on Z. The converse is easy to

check.

(ii) We define the involution τ̃ on Ȟ n(X ,Z) by τ̃(c) := −τ∗c. Then it is straightforward

that the Real part r Ȟ n(X ,Z) ∼= ȞRn(X ,Z0,1), while the imaginary part IȞ n(X ,Z) is

exactly Ȟ n
(Z2,+)(X ,Z).

3.8 Long exact sequences

Let (F•,σ•) and (G•,ς•) be Abelian Real sheaves on a Real simplicial space (X•,ρ•). Sup-

pose that φ• = (φn)n∈N : (F•,σ•) −→ (G•,ς•) is a morphism of Abelian Real (pre)sheaves,

and that U• is a Real open cover of (X•,ρ•). Consider the pre-simplicial Real open cover
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�U• associated to U•. Then for any n ∈N, and any λ ∈Λn , there is a morphism of Abelian

groups

φ̃n :Fn(U n
λ )−→Gn(U n

λ ),sλ 	−→φn|U n
λ

(sλ), (3.34)

satisfying ςn
U n

λ

◦ φ̃n = φ̃n ◦σU n
λ̄

. This gives a group homomorphism

φ̃n : C Rn
ss(�U•,F•)σ• −→C Rn

ss(�U•,G•)ς• .

Moreover, for any λ ∈Λn+1 and any k ∈ [n+1], one has a commutative diagram

Fn(U n
ε̃k (λ))

ε̃∗k
��

φn|U n
ε̃k (λ)�� Gn(U n

ε̃k (λ))

ε̃∗k
��

Fn+1(U n+1
λ

)
φn+1|U n+1

λ �� Gn+1(U n+1
λ

)

Thus, d n ◦ φ̃n = φ̃n+1 ◦d n ; i.e. one has a commutative diagram

C Rn
ss(�U•,F•)σ•

φ̃n

��

d n
�� C Rn+1

ss (�U•,F•)σ•

φ̃n+1
��

C Rn
ss(�U•,G•)ς•

d n
�� C Rn+1

ss (�U•,G•)ς•

(3.35)

that shows that φ gives rise to a homomorphism of Abelian groups

(φU•)∗ : HRn(U•,F•)σ• −→HRn(U•,G•)ς• , [c] 	−→ [φ̃n(c)]; (3.36)

and therefore a group homomorphism φ∗ : ȞRn(X•,F•)σ• −→ ȞRn(X•,G•)ς• defined in

the obvious way. We thus have shown that ȞR∗ is functorial in the category Shρ•(X•).

Proposition 3.8.1. Suppose (X•,ρ•) is a Real simplicial space such that each Xn is para-

compact. If

0−→ (F′•,σ′•)
φ′•−→ (F•,σ•)

φ•−→ (F"•,σ"•)−→ 0

is an exact sequence of Real (pre-)sheaves over (X•,ρ•), then there is a long exact sequence of

Abelian groups

0−→ ȞR0(X•,F′•)
φ′∗−→ ȞR0(X•,F•)

φ∗−→ ȞR0(X•,F"•)
∂−→ ȞR1(X•,F′•)

φ′∗−→ ·· ·

The proof of this proposition is almost the same as in [88, §4].
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3.9 The group ȞR0

We shall recall the notations of [88, Section 4] that we will use throughout the rest of

the chapter. Let U• be a Real open cover of a Real simplicial space (X•,ρ•) and let �U• be

its associated pre-simplicial Real open cover. Recall that any ϕ ∈ Pk
n is represented by its

image in [n]; i.e. ϕ= {ϕ(0), ...,ϕ(k)}. Then Pn is nothing but the collection of all non empty

subsets of [n]. Henceforth, any subset S = {i0, ..., ik }⊆ [n], with i0 ≤ ...≤ ik , designates the

maps ϕ ∈Pk
n such that ϕ(0)= i0, ...,ϕ(k)= ik .

Notations 3.9.1. With the above observations, any element λ ∈ Λn is represented by a

(2n+1−1)− tuple (λS)��=S⊆[n], where the subsets S are ordered first by cardinality, then by

lexicographic order; i.e.

S ∈ {{0}, ..., {n}, {0,1}, ..., {0,n}, {1,2}, ..., {1,n}, ..., {0,1,2}, ....{0,1,n}, ..., {0, ...,n}} ,

and λS :=λ(S). For instance, any element λ ∈Λ1 is represented by a triple (λ0,λ1,λ01), with

λ0 =λ({0}), λ1 =λ({1}) and λ01 =λ({0,1}).

Recall that if (F•,σ•) is an abelian Real sheaf over (X•,ρ•), we are given two "restriction"

maps on the space of global Real sections ε̃∗0 , ε̃∗1 :F0(X0)σ0 −→F1(X1)σ1 . Let us set

Γinv(F•)σ• := ker

(
F0(X0)σ0

��ε̃∗0
ε̃∗1

�� F1(X1)σ1

)
= {s ∈F0(X0)σ0 | ε̃∗0 (s)= ε̃∗1 (s)

}
.

Proposition 3.9.2. ( [88, Proposition 5.1]) Let (F•,σ•) be an abelian Real sheaf over (X•,ρ•)

and let U• be a Real open cover of (X•,ρ•). Then

ȞR0(X•,F•)σ• ∼=HR0(U•,F•)σ• ∼= Γinv(F•)σ• . (3.37)

Proof. One identifiesΛ0 with J0. Note thatP1 = {ε1
0,ε1

1, Id[1]}, and that for anyλ= (λ0,λ1,λ01)

in Λ1 one has ε̃0(λ) = λ(ε0) = λ1, ε̃1(λ) = λ(ε1) = λ0. We thus have U 1
λ
=U 1

λ01
∩ ε̃−1

0 (U 0
λ1

)∩
ε̃−1

1 (U 0
λ0

). Now, let (sλ0 )λ0∈J0 ∈ Z R0(U•,F•)σ• . Then

0= (ds)(λ0,λ1,λ01) = ε̃∗0 (sλ1 )− ε̃∗1 (sλ0 ), on U 1
λ, (3.38)

Therefore, ε̃∗0 (sλ1 )= ε̃∗1 (sλ0 ) on ε̃−1
0 (U 0

λ1
)∩ ε̃−1

1 (U 0
λ0

), and ε̃∗0 (sλ̄1
)= ε̃∗1 (sλ̄0

) on ε̃−1
0 (U 0

λ̄1
)∩

ε̃−1
1 (U 0

λ̄0
), for all λ0,λ1 ∈ J0. Applying η̃∗0 to both sides of the above identity, we get that

sλ0 = sλ1 and sλ̄0
= sλ̄1

; in other words, sλ0 = sλ1 on U 0
λ0
∩U 0

λ1
for all λ0,λ0 ∈ J0. Since (F0,σ0)

is a Real sheaf on (X0,ρ0), there exists a global Real sections s ∈F0(X0)σ0 such that sU 0
λ0
= sλ0

for all λ0 ∈ J0. Now, equation (3.38) is equivalent to ε̃∗0 (s)= ε̃∗1 (s); i.e., s ∈ Γinv(F•)σ• and this

ends the proof.
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3.10 ȞR1 and the Real Picard group

Let us consider the same data as in the previous section. Let U• be a Real open cover

of (X•,ρ•). For λ= (λ0,λ1,λ2,λ01,λ02,λ12,λ012) ∈Λ2, one has

U 2
λ = ϕ̃−1

00 (U 0
λ0

)∩ ϕ̃−1
01 (U 0

λ1
)∩ ϕ̃−1

02 (U 0
λ2

)∩ ε̃−1
2 (U 1

λ01
)∩ ε̃−1

1 (U 1
λ02

)∩ ε̃−1
0 (U 1

λ12
)∩U 2

λ012
, (3.39)

where ϕ00 = ε2
1 ◦ε1

1,ϕ01 = ε2
0 ◦ε1

0 and ϕ02 = ε2
1 ◦ε1

0.

Let c = (cλ)λ∈Λ1 ∈ Z R1(U•,F•)σ• . Then

0= (dc)λ0λ1λ2λ01λ02λ12λ012 = ε̃∗0 cλ1λ2λ12 − ε̃∗1 cλ0λ2λ02 + ε̃∗2 cλ0λ1λ02 , on U 2
λ, (3.40)

and of course we get a similar identities for (dc)λ̄0λ̄1λ̄2λ̄01λ̄02λ̄12λ̄012
on U 2

λ̄
. Now applying η̃∗1

to (3.10), we obtain

cλ0λ1λ01 = cλ0λ1λ02 − cλ1λ2λ12

on ε̃−1
1 (U 0

λ0
)∩ ε̃−1

0 (U 0
λ1

)∩ ε̃−1
0 (U 0

λ2
)∩U 1

λ01
∩U 1

λ02
∩U 1

λ12
∩ η̃−1

1 (U 2
λ012

), which means that for

any λ0,λ1,λ01 ∈ J0, sλ0λ1λ01 does not depends on the choice of λ01. Therefore, there exists a

Real family ( fλ0λ1 ) ∈∏λ0,λ1∈Λ0 F
1
(
ε̃−1

1 (U 0
λ0

)∩ ε̃−1
0 (U 0

λ1
)
)

such that fλ0λ1|U 1
λ0λ1λ01

= cλ0λ1λ01 for

any (λ0,λ1,λ01) ∈Λ1. Now, the cocycle relation (3.10) becomes

ε̃∗0 fλ1λ2 − ε̃∗1 fλ0λ2 + ε̃∗2 fλ0λ1 (3.41)

on U 1
λ0λ1λ01

∩U 1
λ02
∩U 1

λ12
.

Let (G,ρ) be a locally compact Hausdorff Real groupoid. We are interested in the 1st

Real Čech cohomology group of (G•,ρ•) with coefficients in the Abelian Real sheaf (S•,σ•)=
(S,σ) over (G•,ρ•) associated to the RealG-module (G(0)×S,ρ×−), where (S, −) is an Abelian

group endowed with the trivial G-action. Note that in this case, for any pre-simplicial

Real open cover U• ∈N(n) of (G•,ρ•), elements of the group C Rn(U•,S•) are of the form

(cλ)λ∈Λn , where cλ ∈ Γ(U n
λ

,S) are such that cλ̄(ρn(−→g ))= cλ(−→g ) ∈ S for any −→g ∈U n
λ
⊂Gn .

Proposition 3.10.1. With the above notations, the Real Čech cohomology group ȞR1(G•,S)

is isomorphic to the group HomRG(G,S) of isomorphism classes of Real generalized homo-

morphisms (G,ρ)−→ (S, −).

Proof. The operations in HomRG(G,S) are defined as follows. If (Z ,τ), (Z ′,τ′) : (G,ρ) −→
(S, −) are Real generalized homomorphisms, their sum is

(Z ,τ)+ (Z ′,τ′) := Z ×G(0) Z ′/∼ (3.42)

where (z, z ′)∼ (z · t−1, z ′ · t ) for all t ∈ S, together with the obvious Real structure τ×τ′. The

inverse of (Z ,τ) is (Z−1,τ), where Z−1 is Z as a topological space, and if � : Z �→ Z−1 is the
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identity map, then the S-action on Z−1 is defined by �(z) · t := �(z · t−1) and the G-action

is defined as follows: (g ,�(z)) ∈ G� Z−1 if and only if (g , z) ∈ G� Z , in which case we set

g · �(z) := �(g · z). Finally, the Real structure on Z−1 is τ(�(z)) := �(τ(z)). Then we define the

sum in HomRG(G,S) by [Z ,τ]+ [Z ′,τ′] := [(Z ,τ)+ (Z ′,τ′)], and we put [Z ,τ]−1 := [(Z−1,τ)].

It is not hard to check that subject to these operations, HomRG(G,S) is an Abelian group.

Now, suppose we are given a Real open cover U0 = (U 0
j ) j∈J0 of (G(0),ρ) trivializing the

Real generalized homomorphism (Z ,τ) : (G,ρ)−→ (S, −). Let (s j ) j∈J0 be a Real family of lo-

cal sections of the S-principal Real bundle r : (Z ,τ)−→ (G(0),ρ). Form a pre-simplicial Real

open coverU• of the Real simplicial space (G•,ρ•) by setting Jn := J n+1
0 ,Un := (U n

( j0,..., jn ))( j0,..., jn )∈Jn ,

where

U n
( j0,..., jn ) :=

{
(g1, ..., gn) ∈Gn | r (g1) ∈U 0

j0
, ...,r (gn) ∈U 0

jn−1
, s(gn) ∈U 0

jn

}
. (3.43)

Then, for all g ∈U 1
( j0, j1), r(g · s j1 (s(g ))) = r (g ) = r(s j0 (r (g ))); hence, there exists a unique

element c j0 j1 (g ) ∈ S such that g · s j1 (s(g )) = s j0 (r (g )) · c j0 j1 (g ). We then obtain a family of

continuous functions c j0 j1 : U 1
( j0, j1) −→ S such that

g · s j1 (s(g ))= s j0 (r (g )) · c j0 j1 (g ), ∀g ∈U 1
( j0, j1). (3.44)

Furthermore, notice that U 1
( j0, j1) = ε̃−1

0 (U 0
j1

)∩ ε̃−1
1 (U 0

j0
). Let (g1, g2) ∈U 2

( j0, j1, j2). Then

(g1g2) · s j2 (s(g2))= g1 · s j1 (r (g2)) · c j1 j2 (g2)= g1 · s j1 (s(g1)) · c j1 j2 (g2)

= s j0 (r (g1)) · c j0 j1 (g1) · c j1 j2 (g2);

hence c j0 j2 (g1g2)= c j0 j1 (g1) · c j1 j2 (g2). In other words,

ε̃∗0 cε̃0( j0, j1, j2) · (ε̃∗1 cε̃1( j0, j1, j2))
−1 · ε̃∗2 cε̃2( j0, j1, j2) = 1

over all U 2
( j0, j1, j2). Moreover, we clearly have c j̄0 j̄1

(ρ(g )) = c j0 j1 (g ) ∈ S. This gives us a Real

1-cocycle (c j0 j1 )( j0, j1)∈J1 ∈ Z R1(U•,S•).

Suppose f : (Z ,τ) −→ (Z ′,τ′) is an isomorphism of Real generalized morphisms (see

chapter 2). Up to a refinement, we can choose U0 in such a way that we have two Real

families (s j ) j∈J0 , (s′) j∈J0 of local sections of the Real projections r : (Z ,τ) −→ (X ,ρ) and

r′ : (Z ′,τ′) −→ (X ,ρ) respectively. Since for all j ∈ J0 and x ∈U j , r′( fU j (s j )(x)) = r(s j (x)) =
x = r′(s′j (x)), there exists a unique element ϕ j (x) ∈ S such that s′j (x)= fU j (s j (x))·ϕ j (x), and

this gives a Real family of continuous functions ϕ j : U j −→ S. It follows that if c = (c j0 j1 )

and c ′ = (c ′j0 j1
) are the Real 1-cocycle associated to (Z ,τ) and (Z ′,τ′) respectively. Then,

over U 1
( j0, j1), one has

g · fU j1
(s j1 (s(g ))) ·ϕ j1 = fU j0

(s j0 (r (g ))) ·ϕ j0 (r (g )) · c ′j0 j1
(g );

But, since f is G-S-equivariant, we get

fU j0 (s j0 (r (g ))) · c j0 j1 (g ) ·ϕ j1 (s(g ))= fU j0
(s j0 (r (g ))) ·ϕ j0 (r (g )) · c ′j0 j1

(g );
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thus c ′j0 j1
(g ) · c−1

j0 j1
(g ) = ϕ j1 (s(g )) ·ϕ j0 (r (g ))−1, or (c ′ · c−1)( j0, j1) = ε̃∗0ϕε̃0( j0, j1) · ε̃∗1ϕ−1

ε̃1( j0, j1) for

all ( j0, j1) ∈ J1. This shows that c ′.c−1 ∈ BR1(U•,S). We then deduce a well defined group

homomorphism

c1 : HomRG(G,S)−→ ȞR1(G•,S), c1([Z ,τ]) := [c j0 j1 ] ∈HR1(U•,S), (3.45)

where U• is the Real open cover defined from any Real local trivialization of (Z ,τ).

Conversely, given a Real Čech 1-cocycle c = (cλ0λ1 ) over a pre-simplicial Real open

cover U• ∈N(1), we let Z :=∐λ0∈Λ0 Uλ0 ×S, together with the Real structure ν defined by

ν(x, t ) := (ρ(x), t̄ ), and equipped with the Real G-action g · (s(g ), t ) := (r (g ),cλ0λ1 (g ) · t ) for

any g ∈U 1
λ0λ1λ01

, t ∈ S, and the obvious Real S-action. It is easy to see that the canonical

projections define a Real generalized morphism (Z ,ν) : (G,ρ) −→ (S, −). One can check

that if [c]= [c ′] then (Z ,τ)∼= (Z ′,τ′) by working backwards.

Remark 3.10.2. Suppose that (S,σ) is a non-abelian Real group. Then we still can talk

about Čech Real 1-cocycles on (G•,ρ•) with coefficients on the non-Abelian Real sheaf (S•,σ•),

and then form in the same way ȞR1(G•,S•) as a set. However, there is no reason for ȞR1(G•,S)

to be an Abelian group, it is not even a group since the sum of a Real 1-cocycle is not neces-

sarily a Real 1-cocycle. Nevertheless, the result above remains valid in the sense that there

is a bijection between the set HomRG(G,S) of isomorphism classes of generalized Real mor-

phism (G,ρ)−→ (S,σ) and the set ȞR1(G•,S).

We will study in the next chapter (see Section 4.5) the case of a non abelian Real group for

which this set admits an Abelian monoid structure.

A particular example of Proposition 3.10.1 is when S = S1 together with the complex

conjugation as Real structure; in this case, the associated Real sheaf is denoted by S1 as

mentioned earlier. It is well known that the Picard group Pic(X ) of a locally compact topo-

logical space X is isomorphic to the 1st sheaf cohomology group H 1(X ,S1
X ) (see for in-

stance [19, chap.2]). In the Real case, we shall introduce the Real Picard group PicR(G) of a

Real groupoid, and we will apply Proposition 3.10.1 to get an analogous result.

Definition 3.10.3 (Real line G-bundle). 1. By a Real line G-bundle we mean a Real G-

space (L,ν), and a continuous surjective Real map π : (L,ν) −→ (G(0),ρ) such that

π :L−→G(0) is a complex vector bundle of rank 1, and such that for every x ∈G(0), the

induced isomorphism νx : Lx −→ Lρ(x) is C-anti-linear in the sense that νx(v · z) =
νx(v) · z̄.

2. A homomorphism from a Real line G-bundle (L,ν) to a Real line G-bundle (L′,ν′) is

a homormophism of complex vector bundles φ :L−→L′ intertwining the Real struc-

tures and which is G-equivariant; i.e. φ(g · v)= g ·φ(v) for any (g , v) ∈G�L.
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3. We say that a Real line G-bundle (L,ν) is locally trivial if there exists a Real open cover

U of (G(0),ρ), and a family of isomorphisms of complex vector bundles ϕ j : U j ×C−→
L|U j such that

• ϕ j̄ (ρ(x), z̄)= νU j
(ϕ j (x, z)) for all x ∈U j and (x, z) ∈U j ×C,

• if r (g ) ∈U j0 and s(g ) ∈U j1 , then one has g .ϕ j1 (s(g ), z)=ϕ j0 (r (g ), z).

Example 3.10.4. The trivial actionG onG(0)×C ( i.e. g ·(s(g ), z) := (r (g ), z)) is Real; moreover,

the canonical projection G(0)×C−→G(0) defines a Real line G-bundle that we call trivial.

Definition 3.10.5 (Real hermitianG-metric). Let (L,ν) be a locally trivial Real lineG-bundle.

A Real hermitian G-metric on (L,ν) is a continuous function h :L−→R+ such that

• h(ν(v))= h(v), and h(v · z)= h(v) · |z|2, for all v ∈L, z ∈C;

• h(g · v)= h(v), for all (g , v) ∈G�L, and

• h(v)> 0 whenever v ∈L+ :=L�0, where 0 :G(0) �→L is the zero-section.

If such h exists, (L,ν,h) is called a hermitian Real line G-bundle (we will often omit the

metric).

Definition 3.10.6 (The Real Picard group). The Real Picard group of (G,ρ) is defined as the

set of isomorphism classes of locally trivial hermitian Real line G-bundles. This "group" is

denoted by PicR(G).

Theorem 3.10.7. (compare with [19, Theorem 2.1.8]). Let (G,ρ) be a locally compact Haus-

dorff Real groupoid. Then PicR(G) is an Abelian group. Furthermore,

PicR(G)∼= ȞR1(G•,S1).

Proof. Associated to any hermitian Real line G-bundle π : (L,ν)−→ (G(0),ρ), there is a Real

generalized morphism (L1,ν) : (G,ρ)−→ (S1, −) obtained by setting

L1 := {v ∈L | h(v)= 1
}

. (3.46)

π : (L1,ν)−→ (G(0),ρ) is indeed an S1-principal Real bundle, and L1 is invariant under the

action of G. Hence (L1,ν) is indeed a Real generalized morphism. Conversely, if (L̃, ν̃) :

(G,ρ) −→ (S1, −) is a Real generalized morphism, define L := L̃×S1 C, where S1 acts by

multiplication on C; ν(v, z) := (ν̃(v), z̄), g · (v, z) := (g · v, z) for (g , v) ∈ G� L̃, and h(v, z) :=
|z|2. Then (L,ν,h) is a hermitian Real lineG-bundle. Moreover, it is not hard to check that if

(L,ν,h) and (L′,ν′,h′) are isomorphic hermitian Real line G-bundles, then their associated

Real generalized homomorphisms (L1,ν) and ((L′)1,ν′) are isomorphic. We then have a

map

PicR(G)−→H 1(G,S1)ρ, [(L,ν,h)] 	−→ [L1,ν] (3.47)

which is clearly an isomorphism of Abelian groups. Now, applying Proposition 3.10.1, we

get the desired result.
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3.11 Ungraded Real extensions

Let us consider the subgroup�extR
+

(Γ,S) of ungraded Real S-twists of the Real groupoid

Γ; i.e. (Γ̃,δ) ∈�extR
+

(Γ,S) if δ= 0. Similarly, we define the subgroup�ExtR
+

(G,S) of�ExtR(G,S)

of ungraded Real S-central extensions overG. Elements of�ExtR
+

(G,S) will then be denoted

by pairs of the form (Γ̃,Γ).

Let T = S �� G̃
π �� G[U0] ∈�extR

+
(G[U0],S) be an ungraded Real S-twist, for a fixed

Real open cover U0 = (U 0
j ) j∈J0 . Consider again the pre-simplicial Real open cover U• of

(G•,ρ•) defined by (3.43). Recall that the groupoid G[U0] is defined by

G[U0]=
{

( j0, g , j1) ∈ J0×G× J0 | g ∈U 1
( j0, j1)

}
.

Suppose that the S-principal Real bundle π : (G̃, ρ̃) −→ (G[U0],ρ) admits a Real family

of local continuous sections s j0 j1 relative to the Real open cover V1 of (G[U0],ρ) given by

V1 = (V 1
( j0, j1))( j0, j1)∈J1 , where

V 1
( j0, j1) := { j0}×U 1

( j0, j1)× { j1}.

Then, for any (g1, g2) ∈U 2
( j0, j1, j2), we have that

π(s j0 j1 ( j0, g1, j1) · s j1 j2 ( j1, g2, j2))=π(s j0 j1 ( j0, g1, j1)) ·π(s j1 j2 ( j1, g2, j2))

= ( j0, g1g2, j2)=π(s j0 j2 ( j0, g1g2, j2));

thus, there exists a unique element ω( j0, j1, j2)(g1, g2) ∈ S such that

s j0 j2 ( j0, g1g2, j2)=ω( j0, j1, j2)(g1, g2) · s j0 j1 ( j0, g1, j1).s j1 j2 ( j1, g2, j2). (3.48)

This provides a family of continuous functionsω( j0, j1, j2) : U 2
( j0, j1, j2) −→ S determined by (3.48)

and that verifies clearly ω( j̄0, j̄1, j̄2)(ρ(g1),ρ(g2)) = ω( j0, j1, j2)(g1, g2),∀(g1, g2) ∈U 2
( j0, j1, j2) ⊂ G2.

It is straightforward that the family (ω( j0, j1, j2)) verifies the cocycle condition; hence we ob-

tain a Real Čech 2-cocycle

ω(T) := (ω( j0, j1, j2))( j0, j1, j2)∈J2 ∈ Z R2(U•,S) (3.49)

associated to T.

In fact, this construction generalizes for arbitrary Real open cover U• of (G•,ρ•).

Lemma 3.11.1 (Compare Proposition 5.6 in [88]). Let (G,ρ) be a topological Real groupoid.

Given a Real open cover U• of (G•,ρ•), let�extR
+
U(G[U0],S) denote the subgroup of all twists

S �� G̃
π �� G[U0] ∈�extR

+
(G[U0],S) such thatπ admits a Real family of local continuous

sections sλ : {λ0}×Uλ× {λ1}−→ G̃ relative to the Real open cover

V1 := ({λ0}×U 1
(λ0,λ1,λ01)× {λ1})(λ0,λ1,λ01)∈Λ1
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of (G[U0],ρ). Then the canonical map

�extR
+
U(G[U0],S)−→HR2(U•,S), [T] 	−→ [ω(T)], (3.50)

is a group isomorphism.

Proof. First of all, we shall prove that�extR
+
U(G[U0],S) is a subgroup of�extR

+
(G[U0],S). Let

T = ( S �� G̃
π �� G[U0] ), T′ = ( S �� G̃′ π′ �� G[U0] )

be representatives in�extR
+
U(G[U0],S). Then their tensor product (cf. (2.8)) is

T⊗̂T′ := ( S �� G̃⊗̂G̃′ π �� G[U0] ,0),

where G̃⊗̂G̃′ = G̃×G[U0] G̃
′/S. Let fλ : {λ0}×U 1

λ
× {λ1} −→ G̃ and f ′

λ
: {λ0}×U 1

λ
× {λ1} −→ G̃′

be Real families of continuous local sections of π and π′ respectively. Then we get a Real

family of continuous local sections sλ : {λ0}×U 1
λ
× {λ1}−→ G̃⊗̂G̃′ for π by setting

sλ(λ0, g ,λ1) := [( fλ(λ0, g ,λ1), f ′λ(λ0, g ,λ1))
]

,

which implies that T⊗̂T′ ∈�extR
+
U(G[U0],S.

Now let T be an (ungraded) Real twist of (G[U0],ρ) such that π verifies the condition of

the lemma. Assume that T′ is any Real twist of (G[U0],ρ) isomorphic to T. Let f : G̃−→ G̃′

be a Real S-equivariant isomorphism that makes the following diagram

G̃
π ��

f
��

G[U0]

G̃′

π′
�����������

(3.51)

commute. Thus, given a Real family sλ : {λ0}×U 1
λ
× {λ1} −→ G̃, the maps f ◦ sλ : {λ0}×

U 1
λ
× {λ1} −→ G̃′ define a Real family of local continuous sections for π′; hence the class

[T] ∈�extR
+
U(G[U0],S1).

Suppose we are given a representative

T = S �� G̃
π �� G[U0]

in �extR
+
U(G[U0],S). Recall that for (λ0,λ1,λ01) ∈ Λ1, U 1

λ0λ1λ01
=U 1

λ01
∩ r−1(U 0

λ0
)∩ s−1(U 0

λ1
),

and for any λ= (λ0,λ1,λ2λ01,λ02,λ12,λ012) ∈Λ2, we have from (3.39) that

U 2
λ = ε̃−1

1 ◦r−1(U 0
λ0

)∩ε̃−1
0 ◦s−1(U 0

λ1
)∩ε̃−1

1 ◦s−1(U 0
λ2

)∩ε̃−1
2 (U 1

λ01
)∩ε̃−1(U 1

λ02
)∩ε̃−1

0 (U 1
λ12

)∩U 2
λ012

.

Then, for all (g1, g2) ∈U 2
λ

, one has
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• g1g2 = ε̃1(g1, g2) ∈ r−1(U 0
λ0

)∩ s−1(U 0
λ2

)∩U 1
λ02
=U 1

λ0λ2λ02
,

• g1 = ε̃2(g1, g2) ∈U 1
λ01

, g2 = ε̃0(g1, g2) ∈ s−1(U 0
λ1

)∩U 1
λ12

; and hence

g1 ∈ r−1(U 0
λ0

)∩ s−1(U 0
λ1

)∩U 1
λ01
=U 1

λ0λ1λ01
, and

g2 ∈ r−1(U 0
λ1

)∩ s−1(U 0
λ2

)∩U 1
λ12
=U 1

λ1λ2λ12
.

Then as in the discussion before the lemma (cf. (3.49)), there exists a Real family of func-

tions ωλ : U 2
λ
−→S1 such that

sλ0λ2λ02 (λ0, g1g2,λ2)=ωλ(g1, g2) · sλ0λ1λ01 (λ0, g1,λ1) · sλ1λ2λ12 (λ1, g2,λ2) (3.52)

and ωλ̄(ρ(g1),ρ(g2))=ωλ(g1, g2), for all (g1, g2) ∈U 2
λ0λ1λ2λ01λ02λ12λ012

. Moreover, it is easy to

verify by a routine calculation that (ωλ)λ∈Λ2 verify the cocycle condition on

U 3
λ0λ1λ2λ3λ01λ02λ03λ12λ13λ23λ0123

⊂G2;

therefore, we have constructed a Real Čech 2-cocyle (ωλ)λ∈Λ2 ∈ Z R2(U•,S) associated to T.

Assume that (s̃λ)λ∈Λ2 is another Real family of continuous local sections of π, and that

(ω̃λ)λ∈Λ2 ∈ Z R2(U•,S) is its associated Real Čech 2-cocycle. Then for any (λ0,λ1,λ01) ∈Λ1

and g ∈U 1
λ0λ1λ01

, there exists a unique cλ0λ1λ01 (g ) ∈ S such that

s̃λ0λ1λ01 (g )= cλ0λ1λ01 (g ) · sλ0λ1λ01 (g ), (3.53)

where we abusively write, for instance, sλ0λ1λ01 (g ) for sλ0λ1λ01 (λ0, g ,λ1). Since (s̃λ0λ1λ01 ) and

sλ0λ1λ01 are Real families, we have that

cλ̄0λ̄1λ̄01
(ρ(g ))= cλ0λ1λ01 (g ) for all g ∈U 1

λ0λ1λ01
.

It turns out that the cλ0λ1λ01 ’s define an element in C R1(U•,S). Moreover, for λ ∈ Λ2 as

previously, and for (g1, g2) ∈U 2
λ

, we obtain from (3.52) and (3.53)

s
λ0λ2λ02

(g1g2)= c
λ0λ2λ02

(g1g2)−1 · c
λ0λ1λ01

(g1) · c
λ1λ2λ12

(g2) · ω̃λ(g1, g2) · s
λ0λ1λ01

(g1) · s
λ1λ2λ12

(g2);

and

(ωλ · ω̃−1
λ )(g1, g2)= cλ0λ2λ02 (g1g2)−1.cλ0λ1λ01 (g1) · cλ1λ2λ12 (g2)= (dc)λ(g1, g2);

hence ((ω · ω̃−1)λ)λ∈Λ2 ∈ BR2(U•,S1). In other words, the class in HR2(U•,S) of the Real

2-cocycle (ωλ) does not depend on the choice of the Real family of local sections of π.

We want now to check that the map (3.50) is well defined. To do so, suppose that T ∼=T′

in�extRU(G[U0],S), and that (sλ0λ1λ01 ) and s′
λ0λ1λ01

are Real family of local continuous sec-

tions of π and π′. Let us keep the diagram (3.51). Let (ωλ)λ∈Λ2 and (ω′
λ

)λ∈Λ2 be the asso-

ciated Real 2-cocycles in Z R2(U•,S) of T and T′ respectively. Then we define an element
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(bλ0λ1λ01 ) ∈C R1(U•,S) as follows: for any g ∈U 1
λ0λ1λ01

, bλ0λ1λ01 (g ) is the unique element of

S such that

s′λ0λ1λ01
(g )= bλ0λ1λ01 (g ) · f ◦ sλ0λ1λ01 (g ). (3.54)

This is well defined since π′(s′
λ0λ1λ01

(g ))=π(sλ0λ1λ01 (g ))=π′( f ◦ sλ0λ1λ01 (g )). Furthermore,

( f ◦ sλ0λ1λ01 )(λ0,λ1,λ01)∈Λ1 is a Real family of local continuous sections of π. Then, for all

λ ∈Λ2 and all (g1, g2) ∈U 2
λ

, we can write

f ◦ sλ0λ2λ02 (g1g2)=ωλ(g1, g2) · f ◦ sλ0λ1λ01 (g1) · f ◦ sλ1λ2λ12 (g2),

up to a multiplication of ωλ by a Real 2-coboundary. It then follows that

ωλ(g1, g2) ·ω′λ(g1, g2)−1 = bλ0λ2λ02 (g1g2)−1 ·bλ0λ1λ01 (g1) ·bλ1λ2λ12 (g2)= (db)λ(g1, g2).

Consequently, (ωλ)λ∈Λ2 depends only on the class of T in �extRU(G[U0],S). The fact that

(δλ0λ1λ01 ) also depends only on the class of T is straightforward. We then have proved that

any element [T] in�extRU(G[U0],S) determines a unique cohomology class

[ω(T)] ∈HR2(U•,S). (3.55)

Conversely, given a pair (ωλ)λ∈Λ2 ∈ Z R2(U•,S), we want to construct an ungraded Real

extension of (G[U0],ρ) which is in �extR
+
U(G[U0],S). For this we proceed as in the proof of

Proposition 5.6 in [88]. For λ ∈Λ2, put

μ01 := (λ0,λ01,λ1),

μ02 := (λ0,λ02,λ2),

μ12 := (λ1,λ12,λ2).

Let cμ01μ02μ12 := ωλ. We have V1 = (V 1
μ01

)i∈I1 , where I1 consists of triples μ01 = (λ0,λ01,λ1)

and V 1
μ01

:= {λ0}×U 1
λ0λ1λ01

×{λ1}. I1 is equipped with the obvious involution, so that V1 is a

Real open cover of G[U0]. We set

Γ̃ω := ∐
μ01∈I1

{(t , g ,μ01) | t ∈ S, g ∈V 1
μ01

}/∼,

subject to the product law

[t1, g1,μ01] · [t1, g2,μ12]= [t1 · t2 · cμ01μ02μ12 (g1, g2), g1g2,μ02],

where

(t , g ,μ12)∼ (cμ01μ01μ01 (r (g ),r (g ))−1 · t · cμ01μ02μ12 (r (g ), g ), g ,μ02). (3.56)

The projection π : Γ̃ω −→G[U0] is defined by π([t , g ,μ01]) := g , and the Real structure is

[t , g ,μ01] := [t̄ ,ρ(g ),μ01].
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It is straightforward to see that these operations give Γ̃ω the structure of ungraded Real S-

twist of G[U0]; what is more, the maps sμ01 : V 1
μ01
−→ Γ̃ω defined by sμ01 (g ) := [0, g ,μ01] are

a Real family of continuous sections of π, so that the Real extension

T = S �� Γ̃ω π �� G[U0]

is in�extR
+
U(G[U0],S). It is also clear that [ω(T)]= [ω].

Corollary 3.11.2. We have �ExtR
+

(G,S)∼= ȞR2(G•,S).

3.12 The cup-product ȞR1(·,Z2)× ȞR1(·,Z2)→ ȞR2(·,S1)

Letδ,δ′ ∈ ȞR1(G•,Z2), and let L and L′ be representatives of their corresponding classes

in HomRG(G,Z2) (cf. Proposition 3.10.1). Then by viewing Z2 = {∓1} as a Real subgroup

of S1 (identifying −1 with (−1,0) and +1 with (1,0)), we define the tensor product r ∗L⊗
s∗L′ −→G, and and using the same reasoning as in Example 2.5.8, we see that this is clearly

a Real Z2-principal bundle; thus we have an ungraded Real Z2-central extension

Z2 −→ r ∗L⊗ s∗L′ −→G.

Therefore, we get an ungraded Real S1-central extension (L � L′,G) given by

L � L′ := (r ∗L⊗ s∗L′)×Z2 S
1, (3.57)

together with the evident Real structure and Real S1-action.

Definition 3.12.1. We define the cup product

� : ȞR1(G•,Z2)× ȞR1(G•,Z2)−→ ȞR2(G•,S1)

by

δ� δ′ :=ω(L � L′),

where L � L′ is determined by equation (3.57).

Lemma 3.12.2. The cup product � defined above is a well defined bilinear map; i.e.

(δ1+δ2) � (δ′1+δ′2)= δ1 � δ′1+δ1 � δ′2+δ2 � δ′1+δ2 � δ′2.

Proof. If δi is realized by the generalized Real homomorphism Li : G −→ Z2, then δ1+δ2

is realized by L1+L2. The result follows from the easy to check bilinearity of the tensor

product r ∗L⊗ s∗L′ with respect to the sum in HomRG(G,Z2).
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3.13 Cohomological picture of the group �ExtR(G,S1)

Our purpose in this section is to provide a Real Čech cohomological picture of�ExtR(G,S1),

for any given locally compact Hausdorff Real groupoid (G,ρ).

Let T = (G̃,δ) ∈�extR(G[U0],S1), where as usual U0 is a Real open cover of G(0). Let U• be

the pre-simplicial Real open cover of (G•,ρ•) defined as in (3.43).

Define a continuous mapδ j0 j1 : U 1
( j0, j1) −→Z2 over all U 1

( j0, j1) ∈U1 byδ j0 j1 (g ) := δ( j0, g , j1).

Then, over all U 2
( j0, j1, j2), we have that δ j0 j2 (g1g2) = δ(( j0, g1, j1) · ( j1, g2, j2)) = δ j0 j1 (g1) ·

δ j1 j2 (g2). Moreover, since δ is a Real morphism, we have that δ j̄0 j̄1
(ρ(g ))= δ j0 j1 (g ); hence

T determines a Real Čech 1-cocycle

δ(T) := (δ j0 j1 )( j0, j1)∈J1 ∈ Z R1(U•,Z2), (3.58)

Then, (3.58) gives a Real Čech 1-cocycle (δλ0λ1λ01 ) ∈ Z R1(U•,Z2) defined by δλ0λ1λ01 (g ) :=
δ(λ0, g ,λ1) for any g ∈U 1

λ0λ1λ01
; this does make sense, for we know from Section 3.10 that

Real Čech 1-cocycles do not depend on λ01.

IfT′ is another RgS1-central extension overG, we may suppose it is represented by a Rg

S1-twisted (G̃′,δ′) of G[U0]. Then by definition of the grading of T⊗̂T′, we have δ(T⊗̂T′)=
δ(T)+δ(T′).

Theorem 3.13.1 (Compare Proposition 2.13 [30]). Let (G,ρ) be a locally compact Hausdorff

Real groupoid. There is a set-theoretic split-exact sequence

0−→ ȞR2(G•,S1) �→�ExtR(G,S1)
δ−→ ȞR1(G•,Z2)−→ 0 (3.59)

so that we have a canonical group isomorphism

dd : �ExtR(G,S1)∼= ȞR1(G•,Z2)� ȞR2(G•,S1), (3.60)

where the semi-direct product ȞR1(G•,Z2)� ȞR2(G•,S1) is defined by the operation

(δ,ω)+ (δ′,ω′) := (δ+δ′, (δ� δ′) ·ω ·ω′).

Proof. The first arrow is the canonical inclusion �ExtR
+

(G,S1) ⊂�ExtR(G,S1), and hence is

injective. The exactness of the sequence (3.59) is obvious, by definition ofδ and�ExtR
+

(G,S1).

The map δ is well defined; indeed, if T ∼ T′ in�extR(G[U0],S1), they differ from a twist

coming from an element of PicR(G[U0]), and hence by construction of δ, one has δ(T) =
δ(T′). Moreover, δ is surjective, for if L ∈ HomRG(G,Z2) represents the Real 1-cocycle

(ε j0 j1 ) ∈ Z R1(U•,Z2), then L � L is graded as follows:

L � L := (S1 −→ (r ∗L⊗ s∗L)×Z2 S
1 −→G[U0],δ′),
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where

δ′(( j0,γ, j1)) := ε j0 j1 (γ).

We see that δ(L � L)= ε. Finally, note that the operation law comes from the definition of

the sum in�ExtR(G,S1).

3.14 The proper case

In this section, we are interested in some particular Abelian Real sheaves on (G•,ρ•),

where (G,ρ) is a proper groupoid. More precisely, we aim to generalize a result by Crainic

(see [23, Proposition 1]) stating that for a proper Lie groupoid G, and "representation" E of

G ( [23, 1.2]), the differentiable cohomology H n
d (G,E)= 0 for all n ≥ 1. Let us first introduce

some few notions and properties.

Definition 3.14.1 (Real Haar measure). Let (G,ρ) be a locally compact Real groupoid, and

let {μx}x∈G(0) be a (left) Haar system for G (cf. [76, §.2]). Define a new family {μx
ρ}x∈G(0) of

measures μx
ρ, with support Gx for all x ∈G(0), defined by

μx
ρ(C ) :=μρ(x)(ρ(C )), for all measurable subset C ⊂Gx . (3.61)

We say that {μx}x∈G(0) is if

μx =μx
ρ, ∀x ∈G(0). (3.62)

Lemma 3.14.2. Any Haar system for G gives rise to a Real one.

Proof. Assume {μx} is a Haar system for G. For every x ∈G(0), we set

μ̃x := 1

2
(μx +μx

ρ). (3.63)

It is clear that {μ̃x}x∈G(0) is a Haar system for G; measurable subsets for μ̃x being exactly

those for μx . Moreover, one has

μ̃x
ρ =

1

2

(
μρ(x) ◦ρ+μ

ρ(x)
ρ ◦ρ

)
= 1

2

(
μx
ρ+μx

)
= μ̃x , ∀x ∈G(0).

Remark 3.14.3. From the lemma above, we will always assume Haar systems for G to be

Real.

In what follows, the Real group K is either the additive group R equipped with the Real

structure t 	−→ t̄ := −t , or the additive group C equipped with the complex conjugation

z 	−→ z̄ as Real structure.
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Definition 3.14.4. Let (G,ρ) be a locally compact Real groupoid. A Real representation of

(G,ρ) is a locally trivial Real K-vector bundle π : (E ,ν) −→ (G(0),ρ) endowed with a (left)

continuous Real G-action; that is a Real open cover (U j ) of (G(0),ρ) and isomorphisms φ j :

U j ×Kr −→ E|U j such that ν(φ j (x, (a1, ..., ar ))) = φ j̄ (ρ(x), (ā1, ..., ār )), ∀x ∈U j , (a1, ..., ar ) ∈
Kr , and

• ∀x ∈G(0), the induced isomorphism νx : Ex −→ Eρ(x) is K-antilinear:

νx(ξ ·a)= νx(ξ) · ā, ∀ξ ∈ Ex , a ∈K;

• ∀g ∈G, the isomorphism Es(g ) −→ Er (g ), induced by the G-action, is linear.

Note that such a Real representation (E ,ν) can be viewed as a Real G-module in the

following way: E is the groupoid E ���� G(0) with rE (ξ)= sE (ξ) := π(ξ) for every ξ ∈ E , for

any x ∈ G(0), Ex = E x = E x
x is isomorphic to the group K, then the product in E is defined

by the sum on the fibres. The Real sheaf on (G•,ρ•) associated to the Real G-module (E ,ν)

will be denoted (E•,ν•).

Definition 3.14.5. ( [90, Definition 2.20]) A locally compact Real groupoid (G,ρ) is said to

be proper if any of the following equivalent conditions is satisfied:

(i) the Real map (s,r ) :G−→G(0)×G(0) is proper;

(ii) for every K ⊂G(0) compact, GK
K is compact.

Proper Real groupoids can be characterized by the following (we refer to Propositions

6.10 and 6.11 in [89] for a proof)

Proposition 3.14.6. Let (G,ρ) be a locally compact Real groupoid with a Haar system

{μx}x∈G(0) . Then (G,ρ) is proper if and only it admits a Real function; that is, a

function x :G(0) −→R+ such that

(i) ∀x ∈G(0), c(ρ(x))= c(x);

(ii) ∀x ∈G(0),
∫
Gx c(s(g ))dμx(g )= 1;

(iii) the map r : supp(c◦s)−→G(0) is proper; i.e. for every K ⊂G(0) compact, supp(c)∩s(GK )

is compact.

Theorem 3.14.7. Suppose (G,ρ) is a locally compact proper Real groupoid with a Haar

system. Then, for any Real representation (E ,ν) of (G,ρ), we have

ȞRn(G•,E•)= 0, ∀n ≥ 1.
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To prove this result, we shall recall fundamentals of vector-valued integration exposed,

for instance, in [94, Appendix B.1], and then adapt them to the case when we deal with Real

structures. Let X be a locally compact Hausdorff space, and let B be a separable Banach

space. Let μ be a Radon measure on X . Then measurable functions f : X −→B are defined

as usual, and such function is integrable if

‖ f ‖1 :=
∫

X
‖ f (x)‖dμ(x)<∞.

The collection of all B-valued integrable functions on X is denoted byL1(X ,B), and the set

of equivalence classes of functions in L1(X ,B) is a Banach space denoted by L1(X ,B) ( [94,

Proposition B.31]). Furthermore, Cc (X ,B) is dense in L1(X ,B) The B-valued integration of

elements of L1(X ,B) is defined as a linear map I :Cc (X ,B)−→B given by

I ( f ) :=
∫

X
f (x)dμ(x), and ‖I ( f )‖ ≤ ‖ f ‖1. (3.64)

Moreover, this integral is characterized by the following

Proposition 3.14.8. (cf. Proposition B.34 [94]) Let μ be a Radon measure on X , and let B

be a Banach space. Then, the integral is characterized by

(a) for all f ∈Cc (X ,B) and ϕ ∈B∗,

ϕ

(∫
X

f (x)dμ(x)

)
=
∫

X
ϕ( f (x))dμ(x);

(b) if L : B −→B ′ is any bounded linear map between two Banach spaces, than

L

(∫
X

f (x)dμ(x)

)
=
∫

X
L( f (x))dμ(x).

Now suppose (X ,ρ) is a locally compact Hausdorff Real space, μ is a Real Radon mea-

sure; i.e. μ(ρ(C )) = ρ(C ) for every measurable set C ⊂ X . Let (B ,ς) be a separable Real

Banach space. Then from the above, we deduce the

Lemma 3.14.9. LetCc (X ,B) be equipped with the Real structure denoted by ρ̃ :Cc (X ,B)−→
Cc (X ,B), and given by ρ( f )(x) := ς( f (ρ(x))). Then, under the above assumption, the inte-

gral
∫

:Cc (X ,B)−→B is Real, in that it commutes with the Real structures ς and ρ̃; i.e∫
X
ς( f (ρ(x)))dμ(x)= ς

(∫
X

f (x)dμ(x)

)
,∀ f ∈Cc (X ,B). (3.65)

Proof. For any ϕ ∈ B∗, define ϕ̄ ∈ B∗ by ϕ̄(b) :=ϕ(ς(b)). Then, from Proposition 3.14.8 (a)

and the definition of ϕ̄, one has

ϕ

(
ς

(∫
X

f (x)dμ(x)

))
=
∫

X
ϕ(ς( f (x)))dμ(x)=

∫
X
ϕ(ς( f (x)))dμ(x).
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Thus,

ϕ

(
ς

(∫
X

f (x)dμ(x)

))
=
∫

X
ϕ(ς( f (x)))dμ(x).

Again from (b) of Proposition 3.14.8 and from the fact that μ is Real, we then get

ϕ

(
ς

(∫
X

f (x)dμ(x)

))
=ϕ

(∫
X
ς( f (ρ(x)))dμ(x)

)
,∀ϕ ∈B∗,

and the result holds.

Now let us investigate the case of a Real groupoid (G,ρ) together with a Real represen-

tation (E ,ν). Let μ = {μx}x∈G(0) be a Real Haar system for (G,ρ). For any x ∈ G(0), we can

apply (3.64) to Ex and get the integral
∫
Gx : Cc (Gx ,Ex) −→ Ex . Further, it is very easy to

check that

νx

(∫
Gx

f (γ)dμx(γ)

)
=
∫
Gρ(x)

νx( f (ρ(γ)))dμρ(x)(γ), ∀ f ∈Cc (Gx ,Ex). (3.66)

Proof of Theorem 3.14.7. Fix a Real Haar system {μx}x∈G(0) for (G,ρ) and a cutoff Real func-

tion c : G(0) −→ R+. Let U• be a Real open cover of (G•,ρ•). Let λ := (λ0,λ1, . . . ,λ01...n) ∈Λn

and U n
λ
∈ �Un . Denote by Λn+1|λ the subset of Λn+1 consisting of those λ̃ ∈Λn+1 such that

λ̃(S)=λS for all � �= S ⊆ [n]. Then, if for any x ∈U 0
λn

, we denote

(U n
λ 	Gx)∩ supp(c◦ s) := {(g1, . . . , gn ,γ) ∈U n

λ × (Gx ∩ supp(c◦ s)) | s(gn)= r (γ)= x},

we have that

(U n
λ 	Gx)∩ supp(c◦ s)⊂ ⋃

λ̃∈Λn+1|λ

U n+1
λ̃

. (3.67)

Notice that for λ̃ running over Λn+1|λ, only its images λ̃S ∈Λ#S−1, for S ⊆ [n+1] containing

n + 1, are led to vary. On the other hand, since Gx ∩ supp(c ◦ s) is compact in G (by (iii)

of Proposition 3.14.6), the union (3.67) is finite. In particular, for every S ∈ S(n + 1) :=
{S ⊆ [n + 1] | n + 1 ∈ S �= �}, where elements of S(n + 1) are ranged in cardinality and in

lexicographic order, there is λ̃lS
S ∈Λ#S−1, lS = 0, . . . ,mS , such that

(U n
λ 	Gx)∩ supp(c◦ s)⊂ ⋃

l=(lS )S∈S(n+1)

U n+1
λl , (3.68)

where for any l = (lS)S∈S(n+1) ∈N2n+1
written as

l = (l{n+1}, l{0,n+1}, l{1,n+1}, . . . , l{n,n+1}, . . . , l{1,...,n+1}, l{0,1,...,n+1}
)

,

the element λl ∈Λn+1|λ is given by the following{
λl (S) :=λS , for any S ⊆ [n];

λl (S) :=λ
lS
S , for any S ∈ S(n+1).

(3.69)
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Now for each S ∈ S(n+1), εn+1
S =: εS : [#S−1]−→ [n+1] denotes the unique morphism in

HomΔ′([#S−1], [n+1]) whose range is exactly S. It is then clear that

ε̃S((U n
λ 	Gx)∩ supp(c◦ s))⊂⋃

lS

U #S−1

λ
lS
S

, ∀S ∈ S(n+1). (3.70)

Next, choose for every S ∈ S(n+1), a partition of unity

ϕ
λ

lS
S

: ε̃S((U n
λ 	Gx)∩ supp(c◦ s))−→R+

subordinate to the open covering

(
U #S−1

λ
lS
S

)mS

lS=0

.

For all n ≥ 1, we define the map hn : C Rn+1
ss (U•,E•)−→C Rn

ss(U•,E•) by

(hn f )λ(g1, . . . , gn) := (−1)n+1
∫
Gs(gn )

∑
l=(lS )S∈S(n+1)

fλl (g1, . . . , gn ,γ) · ∏
S∈S(n+1)∏

lS

ϕ
λ

lS
S

(ε̃S(g1, . . . , gn ,γ)) · c(s(γ))dμs(gn )(γ). (3.71)

Notice that

(U n
λ̄
	Gρ(x))∩ supp(c◦ s ◦ρ)⊂ ⋃

l=(lS )S∈S(n+1)

U n+1
λ̄l ,

where the λ̄l ’ s are defined in the obvious way. Hence, we get a partition of unity of

ε̃S((U n
λ̄
	Gρ(x))∩ supp(c◦ s ◦ρ)) subordinate to the open covering

(
U #S−1

λ̄
lS
S

)mS

lS=0

by setting

ϕ
λ̄

lS
S

(ε̃S(ρ(g1), . . . ,ρ(gn))) :=ϕ
λ

lS
S

(ε̃S(g1, . . . , gn)).

Next, using ( 3.66), it is straightforward that

(hn f )λ̄(ρ(g1), . . . ,ρ(gn))= ν|U n
λ
◦ (hn f )λ(g1, . . . , gn),

which means that ((hn f )λ)λ∈Λn ∈C Rn
ss(U•,E•).

Assume now that ( fλ)λ∈Λn ∈ C Rn
ss(U•,E•). Then, for every U n

λ
∈ �Un and (g1, . . . , gn) ∈

U n
λ

, one has

(hnd n f )λ(g1, . . . , gn)= (−1)n+1
∫
Gs(gn )

∑
(lS )S∈S(n+1)

(d n f )λl (g1, . . . , gn ,γ) · ∏
S∈S(n+1)∏

lS

ϕ
λ

lS
S

(ε̃n+1
S (g1, . . . , gn ,γ)) · c(s(γ))dμs(gn )(γ)

= fλ(g1, . . . , gn)− Aλ(g1, . . . , gn), (3.72)

where

Aλ(g1, . . . , gn) := (−1)n
n∑

k=0
(−1)k

∫
Gs(gn )

∑
(lS )S∈S(n+1)

fε̃n+1
k (λl )(ε̃

n+1
k (g1, . . . , gn ,γ)) · ∏

S∈S(n+1)
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∏
lS

ϕ
λ

lS
S

(ε̃n+1
S (g1, . . . , gn ,γ)) · c(s(γ))dμs(gn )(γ).

We want to show that

Aλ(g1, . . . , gn)= (d n−1hn−1 f )λ(g1, . . . , gn). (3.73)

One has

(d n−1hn−1 f )λ(g1, . . . , gn)= (−1)n
n−1∑
k=0

∫
Gs(gn )

∑
rk :=(rk,T )T∈S(n)

fε̃n
k (λ)rk (ε̃n

k (g1, . . . , gn),γ) · ∏
T∈S(n)∏

rk,T

ϕ
ε̃n

k (λ)
rk,T
T

(ε̃n
T (ε̃n

k (g1, . . . , gn),γ)) · c(s(γ))dμs(gn )(γ)

+
∫
Gs(gn−1)

∑
rn :=(rn,T )T∈S(n)

fε̃n
n (λ)rn (g1, . . . , gn−1,γ) · ∏

T∈S(n)∏
rn,T

ϕ
ε̃n

n (λ)
rn,T
T

(ε̃n
T (g1, . . . , gn−1,γ)) · c(s(γ))dμs(gn−1)(γ)

=Bλ(g1, . . . , gn)+Cλ(g1, . . . , gn).

(3.74)

Notice that by the left-invariance of {μx}x∈G(0) , the second integral Cλ in the right hand side

of ( 3.74) can be written as

Cλ(g1, . . . , gn)=
∫
Gs(gn )

∫
(rn,T )T∈S(n)

fε̃n
n (λ)rn (g1, . . . , gn−1, gnγ) · ∏

T∈S(n)∏
rn,T

ϕ
ε̃n

n (λ)
rn,T
T

(ε̃n
T (g1, . . . , gn−1, gnγ)) · c(s(γ))dμs(gn−1)(γ)

=
∫
Gs(gn )

∑
(rn,T )T∈S(n)

fε̃n
n (λ)rn (ε̃n+1

n (g1, . . . , gn ,γ)) · ∏
T∈S(n)∏

rn,T

ϕ
ε̃n

n (λ)
rn,T
T

(ε̃n
T (ε̃n+1

n (g1, . . . , gn−1, gn ,γ))) · c(s(γ))dμs(gn−1)(γ). (3.75)

On the other hand, for any k = 0, . . . ,n − 1, one has (ε̃n
k (g1, . . . , gn),γ) = ε̃n+1

k (g1, . . . , gn ,γ);

hence

Bλ(g1, . . . , gn)= (−1)n
n−1∑
k=0

(−1)k
∫
Gs(gn )

∑
(rk,T )T∈S(n)

fε̃n
k (λ)rk (ε̃n+1

k (g1, . . . , gn ,γ)) · ∏
T∈S(n)∏

rk,T

ϕ
ε̃n

k (λ)
rk,T
T

(ε̃n
T (ε̃n+1

k (g1, . . . , gn ,γ))) · c(s(γ))dμs(gn−1)(γ).

Thus, ( 3.74) becomes

(d n−1hn−1 f )λ(g1, . . . , gn)= (−1)n
n∑

k=0
(−1)k

∫
Gs(gn )

∑
(rk,T )T∈S(n)

fε̃n
k (λ)rk (ε̃n+1

k (g1, . . . , gn ,γ)).

∏
T∈S(n)

∏
rk,T

ϕ
ε̃n

k (λ)
rk,T
T

(ε̃n
T (ε̃n+1

k (g1, . . . , gn ,γ))) · c(s(γ))dμs(gn−1)(γ).

(3.76)
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Now, for any k = 0, . . . ,n, rk = (rk,T )T∈S(n), letγ ∈Gs(gn ) such that ε̃n+1
k (g1, . . . , gn ,γ) ∈U n

ε̃n
k (λ)rk

.

Then, there exists l = (lS)S∈S(n+1) such that (g1, . . . , gn ,γ) ∈U n+1
λl , so that

ε̃n+1
k (g1, . . . , gn ,γ) ∈U n

ε̃n
k (λ)rk

⋃
U n

ε̃n+1
k (λl )

.

One can then suppose that for any k ∈ [n] and any family rk = (rk,T )T∈S(n), there exists

a family l = (lS)S∈S(n+1) such that ε̃n
k (λ)rk = ε̃n+1

k (λl ). Moreover, in virtue to the identi-

ties (3.2), it is straightforward that for each k ∈ [n] and any T ∈ S(n), there exists a unique

S ∈ S(n + 1) such that εn+1
S = εn+1

k ◦ εn
T , so that ε̃n+1

S = ε̃n
T ◦ ε̃n+1

k . Therefore, we obtain

from (3.76) that

(d n−1hn−1 f )λ(g1, . . . , gn)= (−1)n
n∑

k=0
(−1)k

∫
Gs(gn )

∑
(lS )S∈S(n+1)

fε̃n+1(λl )(ε̃
n+1
k (g1, . . . , gn ,γ)).

∏
S∈S(n+1)

∏
lS

ϕ
λ

lS
S

(ε̃n+1
S (g1, . . . , gn ,γ)).c(s(γ))dμs(gn )(γ)

= Aλ(g1, . . . , gn).

(3.77)

Combining with ( 3.72), we thus have shown that

hn ◦d n +d n−1 ◦hn−1 = IdC Rn
ss (U•,E•), ∀n ≥ 1; (3.78)

i.e. h	 defines a contraction of C R	
ss(U•,E•) for any Real open cover U• of (G•,ρ•) and this

ends our proof.
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4
The Real graded Brauer group

In this chapter, we investigate Real graded groupoid C∗-dynamical systems. From

these we define the Real graded Brauer group B̂rR(G) of a Real groupoid. The main purpose

is to establish a cohomological formula of B̂rR(G).

4.1 Rg Dixmier-Douady bundles

We refer the reader to Appendix C for the basics of Real graded Banach bundles.

Definition 4.1.1. Let G
��r

s
�� X be a second countable locally compact Hausdorff Real

groupoid. Let p : A −→ X be a locally trivial Rg u.s.c. Banach bundle. A G-action by iso-

morphisms α on A is a collection (αg )g∈G of graded isomorphisms (resp. ∗-isomorphisms)

αg :As(g ) −→Ar (g ) such that

(a) g ·a :=αg (a) makes (A,σ) into a (left) Real G-space with respect to p;

(b) the induced anti-linear graded isomorphisms τx : Ax −→ Ax̄ verify τr (g ) ◦αg = αḡ ◦
τs(g ) :As(g )

∼=−→A ¯r (g ), for every g ∈G;

(c) αg g ′ =αg ◦αg ′ for any (g , g ′) ∈G(2).

We say that (A,α) is a Rg u.s.c. Banach G-bundle. If the field Ã =∐X Ax −→ X is con-

tinuous, then (A,α) is called a Rg Banach G-bundle.

One also defines Rg u.s.c. C∗-G-bundles, and Rg u.s.c. Hilbert bundles. In the case of

C∗-G-bundles, the isomorphisms αg are required to be ∗-isomorphisms, while in the case

of Hilbert G-bundles, they are required to be isometries.

75



76 4. THE REAL GRADED BRAUER GROUP

Definition 4.1.2. A morphism of Rg Banach G-bundles (resp. C∗-G-bundles) from (A,α)

from (B,β) is a morphism Φ : A −→ B of Rg Banach bundles (resp. C∗-bundles) which is

G-equivariant; i.e., Φr (g ) ◦αg =βg ◦Φs(g ) for all g ∈G.

Remark 4.1.3. Notice that if (A,α) is Rg Banach G-bundle , then αx = IdAx for all x ∈ X .

Indeed, we have for every x ∈ X , αx :Ax −→Ax is a graded automorphism, and αx =αx.x =
αx ◦αx. In particular, if we put x = g g−1 ∈ X for g ∈G, we obtain αg g−1 =αg ◦αg−1 = Id and

then αg−1 =α−1
g for every g ∈G.

Definition 4.1.4. A Rg Dixmier-Douady (D-D for short) bundle over (G,τ) is a Rg C∗-G-

bundle (A,α) such that A−→ X is a Rg elementary C∗-bundle that satisfies Fell’s condition.

Denote by �BrR(G) the collection all Rg D-D bundles over G.

Suppose α is a G-action by isomorphisms on the Rg C∗-G-bundle A. Consider the Rg

X -algebra A = C0(X ;A). Then α induces a Rg C0(G)-linear isomorphism α : s∗A −→ r ∗A

defined by α( f )(g ) :=αg ( f (g )) for f ∈ s∗A and g ∈G.

Example 4.1.5. Let X ×C be endowed with the Real structure (x, t ) := (τ(x), t̄ ), and the G-

action by automorphisms g · (s(g ), t ) := (r (g ), t ). Then with respect to the projection X ×
C−→ X , X ×C is a Rg D-D bundle over G

��r
s

�� X .

Example 4.1.6. Let μ= {μx}x∈X be a Real Haar system on G
��r

s
�� X . Let the graded Hilbert

space Ĥ= l 2(N)⊕ l 2(N) be equipped with a fixed Real structure of type JR,0 (see Appendix A

??). For x ∈ X , we put Ĥp,x := L2(Gx)⊗̂Ĥ, together with the scalar product〈〈· , ·〉〉(x) given by

〈〈ξ , η〉〉(x) :=
∫
Gx
〈ξ(g ),η(g )〉Cdμx

G(g ), for ξ,η ∈ L2(Gx ;Ĥ)∼= L2(Gx)⊗̂Ĥ. (4.1)

Let ĤG := ∐x∈X Ĥx be equipped with the action g · (s(g ),ϕ⊗̂ξ) := (r (g ), (ϕ ◦ g−1)⊗̂ξ) ∈
Ĥr (g ). Define the Real structure on ĤG by (x,ϕ⊗̂ξ) 	−→ (τ(x),τ(ϕ)⊗̂JR,0(ξ)). Then one shows

that there exists a unique topology on ĤG such that the canonical projection ĤG −→ G(0)

defines a locally trivial Rg Hilbert G-bundle.

Now, let K̂x :=K(Ĥx) be equipped with the operator norm topology, and put

K̂G := ∐
x∈X

K̂x

together with the Real structure given by (x,T ) := (x̄, T̄ ), where T̄ ∈ K̂x̄ is defined by T̄ (ϕ⊗̂ξ) :=
T (τ(ϕ)⊗̂AdJR,0(ξ)) for any ϕ⊗̂ξ ∈ Ĥx̄ . Next, define the Real G-action θ on K̂G by

θg (s(g ),T ) := (r (g ), g T g−1).

We then have a Rg D-D bundle (K̂G,θ) over G given by the canonical projection

K̂G −→ X , (x,T ) 	−→ x.
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Let G
��r

s
�� X and Γ

��r
s

�� Y be Real groupoids and let

Z

r
��

s �� X

Y

be a generalized Real. Let p :A−→ X is a Rg (u.s.c.) Banach bundle. Then s∗A= Z×s,X ,pA

is a principal (right) G-space by:

(z, a).g := (zg ,α−1
g (a))

for r (g )= z. It is obviously a Real space with respect to the involution (z, a) := (z̄, ā). Next,

defineAZ to be the quotient space s∗A/G together with the induced Real structure defined

by

[z, a] := [(z, a)],

where we use the notation [z, a] to denote the orbit of (z, a) in AZ . Consider the continu-

ous surjective map r◦pr1 : s∗A−→ Y , (z, a) 	−→ r(z), where, as usual, pr1 denotes the first

projection. Since r(zg ) = r(z) for (z, g ) ∈ Z ×s,X ,r G (condition (i) of Definition 2.3.1), we

get a well defined continuous surjection p Z :AZ −→ Y given by p Z ([z, a]) := r(z). Further-

more, since r is Real, one has

p Z ([z, a])= p Z ([z̄, ā])= r(z̄)= r(z)= p Z ([z, a]).

Thus, p Z : AZ −→ Y is a continuous Real surjection. Moreover, it is not hard to check that

p Z :AZ −→ Γ(0) is open and the map a 	−→ [z, a] defines a graded isomorphism from As(z)

onto AZ
r(z) (see [49, p.14]).

Proposition 4.1.7. . Let G
��r

s
�� X and Γ

��r
s

�� Y be locally compact Real groupoids. Sup-

pose that Z : Γ −→ G is a generalized Real homomorphism and that (A,α) is a Rg Banach

G-bundle. Then, with the constructions above, p Z : AZ −→ Y is a Rg Banach bundle. Fur-

thermore,

αZ
γ [z, a] := [γ · z, a], for r(z)= s(γ), (4.2)

defines a Real left Γ-action on AZ making (AZ ,αZ ) into a Rg Banach Γ-bundle called the

pull-back of (A,α) along Z .

In particular, if (A,α) ∈�BrR(G), then (AZ ,αZ ) ∈�BrR(Γ).

The proof of this proposition is almost the same as that of [49, Proposition 2.15], hence

we omit it.
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Corollary 4.1.8. Let G
��r

s
�� X and Γ

��r
s

�� Y be locally compact Real groupoids. Suppose

that Z :G−→ Γ is a Real Morita equivalence. Then the map ΦZ : �BrR(G)−→�BrR(Γ) given

by

ΦZ (A,α) := (AZ ,αZ ) (4.3)

is a bijection.

We close this section by recalling a construction we will use in the sequel.

Definition 4.1.9. (cf. [49, p.20]). Let (A,α) be a Rg (u.s.c.) Banach G-bundle. Define the

conjugate bundle (A, ᾱ) of (A,α) as follows. Let A be the topological Real space A and let

� :A−→A be the identity map. Then p :A−→ X defined by p̄(�(a))= �(p(a)) is a Rg (u.s.c.)

Banach bundle with fibre Ax identified with the conjugate graded Banach algebra of Ax

(the grading is A
i
x = Ai

x , i = 0,1). Furthermore, endowed with the Real G-action by auto-

morphisms ᾱg (�(a)) := �(αg (a)) for g ∈ G, a ∈As(g ), A −→ X becomes a Rg (u.s.c.) Banach

G-bundle. If (A,α) ∈�BrR(G), then (A, ᾱ) ∈�BrR(G).

4.2 The group B̂rR(G)

In this section we define the Brauer group of Real graded D-D bundles over a locally

compact Real groupoid G
��r

s
�� X with a paracompact base space.

Definition 4.2.1. Let G
��r

s
�� X be second countable locally compact Hausdorff Real groupoid.

Two element (A,α) and (B,β) of �BrR(G) are Morita equivalent if there is a RgA-B-imprimitivity

bimodule X−→ X which admits a Real G-action V by isomorphisms such that

As(g )〈Vg (ξ),Vg (η)〉 = αg (As(g )〈ξ,η〉);and

〈Vg (ξ),Vg (η)〉Bs(g ) = βg (〈ξ,η〉Bs(g ) )
(4.4)

for all g ∈G, and ξ,η ∈Xs(g ).

In this case we write (A,α)∼(X,V ) (B,β).

Example 4.2.2. Suppose that Φ : (A,α)−→ (B,β) is an isomorphism of Rg D-D bundles over

G
��r

s
�� X . Then (A,α)∼(B,β) (B,β).

Lemma 4.2.3. Morita equivalence of Rg DD-bundles over G
��r

s
�� X is an equivalence re-

lation in �BrR(G).
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Proof. Again the proof is a the same as in [49] (Lemma 3.2). Let us just recall how to prove

that the relation is symmetric. Suppose (A,α) ∼(X,V ) (B,β). Then define the structure of

Rg B-A-bimodule on the conjugate bundle (X,V ) (cf.Definition 4.1.9) by setting:

b · ι(ξ) := ι(ξ ·b∗), Bx 〈ι(ξ), ι(η)〉 := 〈ξ,η〉Bx ,

ι(ξ) ·a := ι(a∗ ·ξ), 〈ι(ξ), ι(η)〉Ax :=Ax 〈ξ,η〉,

for all x ∈ G(0), a ∈ Ax , b ∈ Bx and ξ,η ∈ Xx . With these operations, each fibre of X be-

comes a graded B-A-imprimitivity bimodule which satisfies conditions (a) and (b) of Def-

inition ??. It is moreover easy to verify that relations (4.4) hold if we replace (A,α) by (B,β)

and (X,V ) by (X,V ); so that (B,β)∼(X,V ) (A,α).

Definition 4.2.4. Let G
��r

s
�� X be a second countable locally compact Hausdorff Real groupoid.

The Real graded Brauer group of G B̂rR(G) is defined as the set of Morita equivalence classes

of Rg D-D bundles over G. The class of (A,α) in B̂rR(G) is denoted by [A,α].

Example 4.2.5. Let G consist of the point {∗} together with the trivial involution. Then,

every Rg DD-bundle over {∗} is trivial; i.e. it is given by a Rg elementary C∗-algebra K̂p . We

thus recover the Real graded Brauer group of the point B̂rR(∗)∼=Z8 described in A.5.

Let (A,α) and (B,β) be Rg DD-bundles. We have already defined the tensor product

A⊗̂XB which is a Rg C∗-bundle over X . We want to equip this tensor product with a Real

G-action α⊗̂β such that (A⊗̂XB,α⊗̂β) ∈�BrR(G). We define α⊗̂β as follows. For all g ∈ G,

we put αg ⊗̂βg : As(g )⊗̂Bs(g ) −→ Ar (g )⊗̂Br (g ), a⊗̂b 	−→ αg (a)⊗̂βg (b). Note that from the

definition of a Real G-action on a Rg C∗-bundle, αg ⊗̂βg is a graded ∗-isomorphism that

clearly verifies conditions (b) and (c) of Definition 4.1.1. Therefore, the same arguments

used in [49, p.18] can be used here to show that α⊗̂β is continuous; thus, its restriction

α⊗̂β on the closed subset A⊗̂XB of A⊗̂B defines a Real G-action. Furthermore, it can be

shown that this operation is Morita equivalence preserving ( [49, p.19]).

Proposition 4.2.6. Let G
��r

s
�� X be a locally compact Real groupoid such that X is para-

compact. Then B̂rR(G) is an abelian group with respect to the operations

[A,α]+ [B,β] := [A⊗̂XB,α⊗̂β]. (4.5)

The identity of B̂rR(G) is given by the class 0 := [X ×C,τ×bar ] of the Rg D-D bundle defined

in Example 4.1.5. The inverse of [A,α] is [A, ᾱ].

Proof. See Proposition 3.6 and Theorem 3.7 in [49].

For the sake of simplicity we will often use the following notations.



80 4. THE REAL GRADED BRAUER GROUP

Notations 4.2.7. We will write A for the class [A,α] in B̂rR(G); we will also leave out the

actions when we are working in the group B̂rR(G): for instance we will write A+B instead

of [A,α]+ [B,β].

Lemma 4.2.8. Let (A,α) ∈�BrR(G) and let (K̂G,θ) be the Rg D-D bundle defined in Exam-

ple 4.1.6. Then A+K̂G =A in B̂rR(G).

Proof. Recall that the Real G-action θ is given by AdΘ, where Θ is the Real G-action on the

Rg Hilbert G-bundle ĤG −→ X (see Example 4.1.6); i.e. θg (T ) = Θg TΘ−1
g . The Rg Banach

G-bundle (A⊗̂X Â,α⊗̂Θ) is easily checked to be a Morita equivalence

(A⊗̂X K̂G,α⊗̂θ)∼ (A,α)

in �BrR(G) with respect to the pointwise actions and inner-products operations:

(a�̂T ) · (b⊗̂ξ) := (−1)∂T ·∂b ab�̂T ξ, and

Ax ⊗̂K̂x
〈b�̂ξ,d�̂η〉 := (−1)∂ξ∂d bd∗�̂Tξ,η;

(b�̂ξ) · c := bc�̂ξ, and

〈b�̂ξ,d�̂η〉Ax := 〈〈ξ , η̄〉〉(x) ·b∗d ,

for x ∈ X , a�̂T ∈Ax⊗̂K̂x ,b�̂ξ,d�̂η ∈Ax⊗̂Ĥx , and c ∈Ax .

Lemma 4.2.9. Let G
��r

s
�� X be a locally compact Hausdorff Real groupoid with paracom-

pact base space, and let (A,α) ∈�BrR(G). Then A = 0 in B̂rR(G) if and only if there exists a

Rg Hilbert G-bundle (Ĥ ,U ) such that (A,α)∼= (K(Ĥ ), AdU ) in �BrR(G).

Proof. If (X,V ) is a Morita equivalence between (A,α) and the trivial bundle X ×C, then

each fibre Xx is a graded Hilbert space; and since Xx is a full graded Hilbert Ax-module

and since X is a Real Morita equivalence, there is an isomorphism of graded C∗-algebras

ϕx : Ax −→K(Xx) such that ϕx(Ax 〈ξ,η〉) = Tξ,η, for all ξ,η ∈ Xx , and ϕx̄(a) = ϕx(ā) for all

a ∈Ax . Moreover, in view of relations (4.4), we have

ϕr (g )(αg (As(g )〈ξ,η〉))=ϕr (g )(Ar (g )〈Vg (ξ),Vg (η)〉)= TVg ξ,Vgη = AdVg (Tξ,η),

for every γ ∈G and ξ,η ∈As(g ). It follows that the family (ϕx)x∈X is an isomorphism of Real

graded D-D bundles ϕ : (A,α)−→ (K(X), AdV ).

Conversely, using the same operations as in the proof of Lemma 4.2.8, the Rg Hilbert

G-bundle (Ĥ ,U ) defines a Morita equivalence of Rg D-D bundles between (K(Ĥ ), AdU )

and the trivial one X ×C−→ X .
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From this lemma we deduce the following characterization of Morita equivalent Rg

D-D bundles.

Corollary 4.2.10. Let (A,α) and (B,β) ∈�BrR(G). Then A=B in B̂rR(G) if and only if there

exists a Rg Hilbert G-bundle (Ĥ ,U ) such that (A⊗̂XB,α⊗̂β̄)∼= (K(Ĥ ), AdU ) in �BrR(G).

4.3 Complex and orthogonal Brauer groups

The purpose of this section is to compare the group B̂rR(G) of a Real groupoid G
��r

s
�� X

we defined in the previous section with the well-known graded complex and Brauer group

B̂r(G) of the groupoid G (see [70], [28], [87], and [30]), as well as with a generalization of

Donovan-Karoubi’s graded orthogonal Brauer group B̂rO(X ) ( [28]).

Recall [87] that the graded complex Brauer group B̂r(G) is defined as the set of Morita

equivalence classes of graded complex D-D bundles 1 over the groupoid G. Moreover, there

is an interpretation of B̂r(G) in terms of Čech cohomology classes; more precisely, there is

an isomorphism

B̂r(G)∼= Ȟ 0(G•,Z2)⊕ (Ȟ 1(G•,Z2)� Ȟ 2(G•,S1)
)

. (4.6)

For topological spaces, this group was denoted by ∞(X ) in Parker’s paper [70].

In order to defined twisted K -theory, Donovan and Karoubi have defined in their fun-

damental paper [28] two groups (X ) and (X ) respectively called the graded uni-

tary Brauer group and the graded orthogonal Brauer group of the sapce X . The former is

just the finite-dimensional version of ∞(X ), while the latter is the set of equivalence

classes of graded real simple algebra bundles. They show that

X ∼= Ȟ 0(X ,Z8)⊕ (Ȟ 1(X ,Z2)� Ȟ 2(X ,Z2)
)

. (4.7)

We will define an infinite-dimensional analog of (X ) for groupoids, and show later

an isomorphism analogous to (4.7).

Proposition 4.3.1. Suppose that G
��r

s
�� X is a Real groupoid which can be written as the

disjoint union of two locally compact groupoids G1
���� X1 and G2

���� X2 such that

τ(g1) ∈G2,τ(g2) ∈G1,∀g1 ∈G1, g2 ∈G2. Then

B̂rR(G)∼= B̂r(G1)∼= B̂r(G2).

Proof. Observe first that τ induces an isomorphism G1
∼=G2, so that B̂r(G1)∼= B̂r(G2).

1Elements of B̂r(G) are defined in the same way as that of B̂rR(G) except that no Real structures are in-

volved
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Let (A,α) ∈ �BrR(G). Then A = A1⊕A2, where A1 −→ X1 and A2 −→ X2 are graded

complex elementary C∗-bundles. It is straightforward that the graded action α of A in-

duces a Gi -action αi on Ai , i = 1,2, making (Ai ,αi ) into a graded complex D-D bundle

over Gi . However, since the projection p : A→ X1�X2 intertwines the Real structure of A

and that of X , we have ā1 ∈A2 and ā2 ∈A1 for all a1 ∈A1, a2 ∈A2. Indeed, over all x ∈ X1,

the involution induces the conjugate linear isomorphism

τx :Ax = (A1)x −→Ax̄ = (A2)x̄ .

It turns out that the Real structure of A induces an isomorphism of graded complex D-D

bundles

τ : (A2,α2)
∼=−→ (A1,α1)

over the groupoidG2. In fact (A, ᾱ) is isomorphic to the Rg D-D bundle (A′,α′)= (τ∗A,τ∗α);

i.e. (A′,α′) is such that⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
A′

x = (A2)x̄ , if x ∈ X1;

A′
x = (A1)x̄ , if x ∈ X2;

α′g1
=αḡ1 : (A2)s(ḡ1) −→ (A2)r (ḡ1), g1 ∈G1;

α′g2
=αḡ2 : (A1)s(ḡ2) −→ (A1)r (ḡ2), g2 ∈G2.

(4.8)

Note that the same is true for every Rg Banach bundle over G. Define the map

Φ12 : B̂rR(G) −→ B̂r(G1)

[A,α] 	−→ [A1,α1],

Φ12 is well-defined since if (A,α) ∼(X,V ) (B,β) in �BrR(G), then the restriction (X1,V1)

of (X,V ) over G1 induces a Morita equivalence of graded complex D-D bundles (A1,α1)∼
(B1,β1) overG1. Moreover from the identifications (4.8) we see thatΦ12(−[A,α])=−Φ([A,α]).

Furthermore, we have clearly (A⊗̂XB)i =Ai ⊗̂XiBi for i = 1,2, and that the involution in-

duces an isomorphism of graded complex D-D bundlesA2⊗̂X2B2
∼=−→A1⊗̂X1B1 =A1⊗̂X2B1

over G2
���� X2 , which shows Φ12 is a group homomorphism.

Conversely, if (A1,α1) is a graded complex D-D bundle over G1, we define the Real graded

D-D bundle over G by setting A :=A1⊕τ∗|X2
A1, and α :=α1⊕τ∗|G2

α1; then we define

Φ′12 : B̂r(G1) −→ B̂rR(G)

[A1,α1] 	−→ [A1⊕τ∗|X2
A1,α1⊕τ∗|G2

α1].

It is clear that Φ12 and Φ′12 are inverse of each other.

Corollary 4.3.2. Let G
��r

s
�� X be a locally compact Hausdorff groupoid with paracom-

pact unit space. Let the product groupoid G×S0,1 ���� X ×S0,1 be equipped with the Real

structure (g ,±1) 	−→ (g ,∓1). Then

B̂rR(G×S0,1)∼= B̂r(G).
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Proof. Apply Proposition 4.3.1 to G= (G× {+1})� (G× {−1}).

Example 4.3.3 (Computation of B̂rR(S0,1)). The groupoid S0,1 ���� S0,1 identifies with

{pt }× {±1}. Thus from Corollary 4.3.2 we get

B̂rR(S0,1)∼= B̂r({pt })∼=Z2.

Definition 4.3.4. Let G
��r

s
�� X be a locally compact groupoid. A graded real 2 D-D bundle

(A,α) over G consists of a locally trivial C∗-bundle p :A−→ X , a family of isomorphisms of

graded R-C∗-algebras αg :As(g ) −→Ar (g ), such that

(a) the operation g ·a :=αg (a) makes A into a G-space with respect to the projection p;

(b) αg h =αg ◦αh ,∀(g ,h) ∈G(2);

(c) the complexification (AC,αC) of (A,α) defines an element of the collection B̂r(G) of

graded complex D-D bundles over G, where AC := A⊗R C −→ X is the bundle with

fibre (AC)x :=Ax ⊗R C, and for g ∈G, (αC)g :=α⊗ IdC.

Definition 4.3.5. Let G
��r

s
�� X be a locally compact groupoid. The graded orthogonal

Brauer group B̂rO(G) of G is defined to be the set or Morita equivalence classes of graded

real D-D bundles over G, where two such bundles (A,α) and (B,β) are said to be Morita

equivalent if and only if their complexifications (AC,αC) and (BC,βC) are Morita equivalent

in B̂r(G).

We will use the same notations in B̂r(G) and B̂rO(G) as in Notations 4.2.7.

Theorem 4.3.6. Let G
��r

s
�� X be a locally compact Hausdorff Real groupoid with X para-

compact.

1. If the Real structure τ is fixed point free, then we have an isomorphism

B̂r(G)⊗Z[1/2]∼= (B̂rR(G)⊕ B̂r(G/τ))⊗Z[1/2], (4.9)

where G/τ is the groupoid G/τ
���� X /τ obtained from G

��r
s

�� X by identifying ev-

ery point g ∈G with its image by τ.

2. It τ is trivial, then every element A ∈ B̂rR(G) is a 2-torsion; i.e.

2A= 0.

Furthermore, B̂rR(G)∼= B̂rO(G). In particular, B̂rO(G) is an abelian group under the obvious

operations, zero element being given by the trivial bundle X ×R −→ X with the G-action

g · (s(g ), t ) := (r (g ), t ).

2Here "real" with a lowercase "r" is to emphasize that the fibers of A are R-C∗-algebras.
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We shall mention that roperty 2 was already proved by D. Saltman in the special case

of Azumaya algebras with involution (see [79, Theorem 4.4 (a)]). Our result is then a gen-

eralization of this to infinite-dimensional Real bundles of algebras.

To prove Theorem 4.3.6 we need the

Lemma 4.3.7. Let (G,τ) be a locally compact Hausdorff Real groupoid with paracompact

base space. Then the assignment (A,α) 	−→ (τ∗A,τ∗α) defines an involution on the group

τ̂ : B̂r(G) −→ B̂r(G)

A 	−→ −τ∗A

such that the Real part B̂r(G)τ is isomorphic to B̂rR(G) after tensoring with Q; more precisely,

B̂r(G)τ⊗Z[
1

2
]∼= B̂rR(G)⊗Z[

1

2
].

Proof. That τ̂ is a group homomorphism follows from the functorial property of the abelian

B̂r(G) ( [49]). Now let

ΦC : B̂rR(G)−→ B̂r(G),A 	−→A

be the map consisting of "forgetting the Real structures", and let

ΦR : B̂r(G) −→ B̂rR(G)

A 	−→ A+ τ̂(A)

That ΦC is a well-defined group homomorphism is clear.

To prove that ΦR is well defined, we shall first verify that (A⊗̂Xτ∗A,α⊗̂τ∗α) ∈�BrR(G)

for all (A,α) ∈ B̂r(G). Let σ = (σx)x be the family of conjugate-linear isomorphisms of

graded complex C∗-algebras σx :Ax⊗̂Ax̄ −→Ax̄⊗̂Ax given on homogeneous tensors by

σx(a�̂�(b)) := (−1)∂a·∂b(b�̂�(a)). (4.10)

Then σ is a Real structure on the bundle A⊗̂Xτ∗A−→ X , and it is a matter of simple verifi-

cations to see that conditions (a)-(c) in Definition 4.1.1 are satisfied when (A⊗̂Xτ∗A,α⊗̂τ∗α)

is equipped with the involution σ.

Suppose now that (A,α) ∼(A,V ) (B,β) in B̂r(G). By using the same reasoning as the one

we used above for graded complex D-D bundle, one verifies that the graded complex Ba-

nach G-bundle (X⊗̂Xτ∗X,V ⊗̂τ∗V ) admits a Real structure σX making it into a Rg Banach

G-bundle. Note that this bundle implements a Morita equivalence (A⊗̂Xτ∗A,α⊗̂τ∗α) ∼
(B⊗̂Xτ∗B,β⊗̂τ∗β) in B̂r(G). Moreover, since by definition

Ax ⊗̂Ax̄
〈ξ�̂�(η),ξ′�̂�(η′)〉 =Ax 〈ξ,ξ′〉�̂

Ax̄
〈�(η),�(η′)〉, and 〈ξ�̂�(η),ξ′�̂�(η′)〉

Bx ⊗̂Bx̄

for every x ∈ X ,ξ,ξ′,η,η′ ∈Xx , then we see that the inner products
A⊗̂X τ∗A〈·, ·〉 and 〈·, ·〉

B⊗̂X τ∗B
of X⊗̂Xτ∗X intertwine the Real structures; hence we have a Morita equivalence

(A⊗̂Xτ∗A,α⊗̂τ∗α)∼(X⊗̂X τ∗X,V ⊗̂τ∗V ) (B⊗̂Xτ∗B,β⊗̂τ∗β)
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in �BrR(G), so that ΦR is well defined.

ΦR is a group homomorphism since B̂r(G) is an abelian group and since τ̂ is linear; i.e.

for every A,B ∈ B̂r(G),

(A+ τ̂(A))+ (B+ τ̂(B))= (A+B)+ τ̂(A+B).

Let us verify that up to inverting 2, Φ′R and ΦC are inverse of each other, where Φ′R is the

restriction of ΦR on the fixed points B̂r(G)R of τ̂. First observe that if (A,α) ∈�BrR(G), then

the Real structure of A induces an isomorphism (A,α) ∼= (τ∗A,τ∗α) in B̂r(G). Thus, for

A ∈ B̂rR(G), we get (ΦR ◦ΦC)(A)= 2A. Suppose now that A ∈ B̂r(G)R. Then (ΦC ◦Φ′R )(A)=
ΦC(2A)= 2A, which completes the proof.

Remark 4.3.8. It is straightforward, by using Lemma 4.3.7, that one has a similar charac-

terization for graded complex D-D bundles as that of Corollary 4.2.10.

Proof of Theorem 4.3.6. 1. It suffices to show that the imaginary part IB̂r(G) with respect to

the involution τ̂ : B̂r(G) −→ B̂r(G) of Lemma 4.3.7 is isomorphic to B̂r(G/τ) (afer inverting

2), and then we will apply Lemma 2.1.4.

Assume (A,α) ∈�BrR(G) is such that τ̂(A)=−A. Then thanks to Corollary 4.2.10, there

exists a Rg Hilbert G-bundle (Ĥ ,U ) and an isomorphism of Rg D-D bundles

(τ∗A⊗̂XK(Ĥ ),τ∗α⊗̂AdU )
∼=−→ (A⊗̂XK(Ĥ ), ᾱ⊗̂AdU ). (4.11)

We then obtain a Rg D-D bundle (A/τ,ατ) over G/τ
���� X /τ by setting

A/τ :=A⊗̂XK(Ĥ )⊗̂XK(τ∗Ĥ ), and ατ :=α⊗̂AdU ⊗̂Adτ∗U ), (4.12)

with projection pτ :A/τ −→ X /τ given by

pτ(a�̂T �̂T ′)= p(a), for a�̂T �̂T ′ ∈Ax⊗̂K(Ĥx)⊗̂K(Ĥx̄).

Next define the map
Ψτ : IB̂rR(G) −→ B̂r(G/τ)

A 	−→ A/τ.

This definition does not depend on the choice of (Ĥ ,U ), for if (Ĥ ′,U ′) is another Rg

HilbertG-bundle such that (τ∗A⊗̂XK(Ĥ ′),τ∗α⊗̂AdU ′)∼= (A⊗̂XK(Ĥ ′),α⊗̂AdU ′), then putting

A′/τ :=A⊗̂XK(Ĥ ′)⊗̂XK(τ∗Ĥ ′),

we get

A/τ⊗̂X /τA
′/τ ∼=A⊗̂XA⊗̂X ⊗̂K(Ĥ ⊗̂Xτ

∗Ĥ ⊗̂X Ĥ ′⊗̂Xτ∗Ĥ ′)
∼=K(Ĥ ⊗̂X Ĥ ⊗̂Xτ

∗Ĥ ⊗̂X Ĥ ′⊗̂Xτ∗Ĥ ′).
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Moreover,K(Ĥ ⊗̂X Ĥ ⊗̂Xτ
∗Ĥ ⊗̂X Ĥ ′⊗̂Xτ∗Ĥ ′ defines a graded HilbertG/τ-bundle. Hence,

by Corollary 4.2.10 and Remark 4.3.8 we see that A/τ =A′/τ in B̂r(G/τ). Ψτ is a group ho-

momorphism by commutativity of the graded tensor product.

Conversely, denote by πτ : G−→ G/τ the canonical projection. Then the pull-back of a

graded complex D-D bundle (A,α) ∈ B̂r(G/τ) is a graded complex D-D bundle (A′,α′) :=
(π∗τA,π∗τα) ∈ B̂r(G) which clearly verifies (τ∗A′,τ∗α′) ∼= (A′,α′) in B̂r(G) (this is because

for all x ∈ X we have A′
x =A′

x̄); so τ̂(A′)=−A′ and A′ ∈ IB̂r(G). Thus the pull-back map π∗τ
induces a group homomorphism

π∗τ : B̂r(G/τ) −→ IB̂r(G)

A 	−→ A′ :=π∗τA.

Now, for all A ∈ B̂r(G/τ) we have (π∗τA)/τ = A since τ∗π∗τA = π∗τA and so that a graded

Hilbert G-bundle Ĥ such that relation (4.11) holds for the graded complex D-D bundle

(π∗τA,π∗τα) is the trivial one X ×C−→ X . This shows that Ψτ◦π∗τ = Id. Also, one clearly has

π∗τ ◦Ψτ = Id, which gives the isomorphism IB̂r(G)∼= B̂r(G/τ). Combining Lemma 4.3.7 and

Lemma 2.1.4, we obtain the desired isomorphism (4.9).

2. We always have A+A = 0 in B̂rR(G) for all (A,α) ∈�BrR(G). Moreover, we have al-

ready seen in the end of the proof of Lemma 4.3.7 that the Real structure of A induces an

isomorphism of Rg D-D bundles (A,α) ∼= (τ∗A,τ∗α). In particular, if τ : G −→ G is trivial,

we have (A,α)∼= (A, ᾱ); hence A=−A in B̂rR(G).

Furthermore, τ being trivial, each fibre ofA is in fact a Rg elementary C∗-algebra, and then

the complexification of a graded real elementary C∗-algebra. (A,α) is then the complexifi-

cation of a graded real D-D bundle over G. Conversely, every complexification (AC,αC) of

a graded real D-D bundle (A,α) over G is a Rg D-D bundle whose Real structure is carried

out by C; i.e. a⊗Rλ := a⊗R λ̄ for a⊗Rλ ∈Ax ⊗RC. This process is easily seen to provide an

isomorphism B̂rR(G)∼= B̂rO(G).

Observe that Rg D-D bundle (A,α) can also be considered as a graded real D-D bundle

(Ar eal ,αr eal ) by forgetting the complex structure of the fibers. Moreover, the conjugate

bundle of real C∗-algebras (Ar eal ,αr eal ) is itself. Hence, if the involution τ of G is fixed

point free, we have τ∗Ar eal = τ∗Ar eal
∼=Ar eal , which means that (Ar eal ,αr eal ) is a bun-

dle of graded real elementary C∗-algebras over the quotient groupoid G/τ
���� X /τ . We

therefore have the

Proposition 4.3.9. Suppose G
��r

s
�� X is endowed with a fixed point free involution τ.

Then there is a group homomorphism

Ψr eal : B̂rR(G)−→ B̂rO(G/τ)

obtained by "forgetting the complex structures" of Rg graded D-D bundles over G.
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Remark 4.3.10. Beware that Ψr eal is not injective; indeed Ψr eal (A) =Ψr eal (A) for all A ∈
B̂rR(G), while in general A �=A in B̂rR(G).

4.4 Elementary involutive triples and types of Rg D-D bun-

dles

In this section we define the type of a Rg D-D bundle over a Real groupoid. We start by

introducing some notions.

Definition 4.4.1. An elementary involutive triple (K̂,K̂−,t) consists of a graded elementary

C∗-algebra K̂, a graded C∗-algebra K̂− isomorphic to the conjugate C∗-algebra of K̂, and a

conjugate linear isomorphism t : K̂−→ K̂− of graded C∗-algebra. Such triple will be repre-

sented by the map t. Denote by K̂ the collection of all elementary involutive triples.

A morphism from t to t′ is the data of homomorphisms of graded C∗-algebras ϕ : K̂−→ K̂′,
and ϕ− : K̂− −→ K̂′− such that the following diagram commutes

K̂

t
��

ϕ �� K̂′

t′
��

K̂−
ϕ− �� K̂′−

(4.13)

Finally, we define the sum in K̂ by:

t+ t′ := (K̂⊗̂K̂′,K̂−⊗̂K̂′−,t⊗̂t′).

Example 4.4.2. The Real structure "bar " of K̂0 induces an isomorphism of K̂0 into its con-

jugate algebra. We then have an elementary involutive triple t0 = (K̂0,K̂0,bar ).

Definition and Lemma 4.4.3. Two elements t,t′ ∈ K̂ are said to be stably isomorphic if and

only if t+t0 is isomorphic to t′+t0; in this case, we write t∼=s t′. The set of stable isomorphism

classes of elements of K̂ forms an abelian group InvK̂ under the sum defined above. The

inverse of t in InvK̂ is the stable isomorphisms class of

−t := (K̂−,K̂,t−1).

The class of t in InvK̂ will also be denoted by t.

Proof. It is straightforward that t+ t′ = t′ + t in InvK̂. Moreover, we have

t− t= (K̂⊗̂K̂−,K̂−⊗̂K̂,t⊗̂t−1)∼= (K̂⊗̂K̂−,K̂⊗̂K̂−,t′),

via the isomorphism (IdK̂⊗̂K̂− ,ϕ′), where ϕ′ : K̂−⊗̂K̂ −→ K̂⊗̂K̂− is the canonical isomor-

phism ϕ′(T ⊗̂T ′) := (−1)∂T∂T ′
T ′⊗̂T , and t′ :=ϕ′ ◦ (t⊗̂t−1). Thus, t− t∼=s t0.
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We can recover the group B̂rR(∗) from InvK̂. More precisely, suppose t=−t, and

(ϕ,ϕ′) : (K̂⊗̂K̂0,K̂−⊗̂K̂0,t⊗̂bar )−→ (K̂−⊗̂K̂0,K̂⊗̂K̂0,t−1⊗̂bar )

is an isomorphism. Then, ϕ′ ◦ (t⊗̂bar ) = (t−1⊗̂bar ) ◦ϕ is a Real structure on the graded

elementary C∗-algebra K̂⊗̂K(Ĥ). Moreover, if (ϕ0,ϕ′0) is another isomorphism, it is easy

to check that ϕ′ ◦ (t⊗̂bar ) and ϕ′0 ◦ (t⊗̂bar ) are conjugate, hence define the same element

of B̂rR(∗). Conversely, any Real graded elementary C∗-algebra is obviously a 2-torsion of

InvK̂. We then have proved the following

Lemma 4.4.4. The group B̂rR(∗) is isomorphic to the subgroup of InvK̂ of elements of order

2.

Now let us return to the study if Rg D-D bundles over Real groupoids.

Proposition 4.4.5. Let (A,α) ∈�BrR(G). Then each fiber Ax gives rise to an element tAx ∈
InvK̂, and the family tA := (tAx )x∈X defines a cohomology class in ȞR0(G•, InvK̂). This process

defines a group homomorphism

t : B̂rR(G)−→ ȞR0(G•, InvK̂),

which is surjective.

Proof. Denote by τ the Real structure of A. Over all x ∈ X , there is a conjugate linear iso-

morphism of graded C∗-algebras τx : Ax −→Ax̄ . Then the graded elementary (complex)

C∗-algebras Ax and Ax̄ are of the same parity. Let (U,ϕ) be a local trivialization of the

graded elementary complex C∗-bundle A such that U = (Ui ) is a Real open cover of X .

Then the isomorphisms ϕi : Ui × K̂i −→ A|Ui induces a family of graded isomorphisms

ϕx : K̂x −→Ax . Then tx := (K̂x ,K̂x̄ , tx), where tx :=ϕx̄ ◦τx ◦ϕx , is an element of InvK̂, and

the assignment X 
 x 	−→ tx ∈ InvK̂ is a locally constant G-invariant Real function. Indeed,

the G-invariance (i.e. tr (g ) = ts(g ) in InvK̂ for all g ∈ G) comes from the commutative dia-

gram

K̂s(g )
ϕs(g ) ��

ts(g )

��

As(g )
αg ��

τs(g )

��

Ar (g )

ϕ−1
r (g ) ��

τr (g )

��

K̂r (g )

tr (g )

��
K̂s(ḡ )

ϕs(ḡ ) �� As(ḡ )
αḡ �� Aḡ

ϕr (ḡ ) �� K̂r (ḡ )

Moreover, since τ is a continuous function, tA : X 
 x 	−→ tx ∈ InvK̂ is locally constant.

Hence tA ∈ ȞR0(G•, InvK̂).

That tĀ = −tA and tA+B = tA + tB is clear from the definition of the sum and the in-

verse in InvK̂, and from the definition of the conjugate bundle and the tensor product

of Rg D-D bundles. Observe that from the construction of K̂G, tK̂G = t0 = 0 since K̂G
∼=
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∐
x∈X K(L2(Gx))⊗ K̂0 with involution given by K̂x 
ϕ⊗T 	−→ τ(ϕ)⊗ AdJ0,R(T ) ∈ K̂x̄ . Thus,

if A = B in B̂rR(G), we have (thanks to Lemma 4.2.8 and Lemma 4.2.10) A+ B̄+ K̂G =
K(ĤG⊗̂X Ĥ )= 0; hence tA−B = tA− tB = 0, which shows that t : B̂rR(G)−→ ȞR0(G•, InvK̂)

is group homomorphism. It is surjective since for all t ∈ ȞR0(G•, InvK̂),

K̂G,t := ∐
x∈X

K̂x⊗̂K̂tx , (4.14)

equipped with the obvious involution and G-action, defines a Rg D-D bundle over G.

Definition 4.4.6. For (A,α) ∈�BrR(G), the element tA of Proposition 4.4.5 is called the type

of (A,α). The homomorphism t : B̂rR(G)−→ ȞR0(G•, InvK̂) is called the type map.

Definition 4.4.7. A Rg D-D bundle (A,α) is said to be of type i mod 8 if tA is the constant

function tA = i ∈Z8 ⊂ InvK̂. By B̂rRi (G) we denote the set of Morita equivalence classes of Rg

D-D bundles of type i mod 8 over G
��r

s
�� X . Next, we define

B̂rR∗(G) :=
7⊕

i=0
B̂rRi (G).

Example 4.4.8. Let Ĥ be, as usual, equipped with the Real structure J,R. Then K̂0 −→ · is a

Rg D-D bundle of type 0 over P̂U(Ĥ) ���� · , where the Real P̂U(Ĥ)-action is given by Ad;

i.e. [u] ·T := Adu(T ), for [u] ∈ P̂U(Ĥ)∼= (0)(K̂0),T ∈ K̂0.

We have the following easy result which shows that the study of B̂rR(G) reduces to that

of Rg D-D bundles of type 0.

Proposition 4.4.9. Let G
��r

s
�� X be as usual. Then B̂rR0(G) is a subgroup of B̂rR(G). Fur-

thermore, the sequences of groups

0−→ B̂rR0(G)
ι0−→ B̂rR(G)

t−→ ȞR0(G•, InvK̂)−→ 0 (4.15)

0−→ B̂rR0(G)
ι0−→ B̂rR∗(G)

t−→ ȞR0(G•,Z8)−→ 0, (4.16)

where ι0 is the inclusion homomorphism, are split-exact. Therefore, we have two isomor-

phisms of abelian groups

B̂rR(G)∼= ȞR0(G•, InvK̂)⊕ B̂rR0(G), and B̂rR∗(G)∼= ȞR0(G•,Z8)⊕ B̂rR0(G).

Proof. We only prove for the first sequence, from which we deduce the second one. It

is clear that t ◦ ι0 = 0 and ι0 is an injective homomorphism. We also proved in Proposi-

tion 4.4.5 that t was surjective. To show the sequence splits, we only have to verify that

the correspondence t 	−→ K̂G,t, where K̂G,t −→ X is the Rg D-D bundle given by (4.14)
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defines a group homomorphism ȞR0(G•, InvK̂) −→ B̂rR(G). This is immediate from con-

struction: we have K̂G,t+t′ ∼= K̂G,t⊗̂X K̂G,t′ , and a routine verification shows that any isomor-

phism t+ t0
∼= t′ + t0 induces an isomorphism of Rg D-D bundles K̂G,t+t0

∼= K̂G,t′+t0 so that

K̂G,t = K̂G,t′ in B̂rR(G) if t∼s t′. Also from the definition of−t, we have K̂G,−t = K̂G,t =−K̂G,t.

Finally it is obvious that K̂G,t is of type t.

4.5 Generalized classifying morphisms

In this section we are dealing with the Rg D-D bundle (K̂0, Ad) of type 0 over the Real

groupoid P̂U(Ĥ) ���� · , where P̂U(Ĥ) is equipped with the compact-open topology and

the usual involution induced by the degree 0 Real structure J0,R on Ĥ.

Definition 4.5.1. Let (A,α) ∈ �BrR(G) of type 0. A generalized classifying morphism for

(A,α) is a generalized Real homomorphism P : G −→ P̂U(Ĥ) such that (A,α) ∼= (K̂P
0 , Ad P )

as Rg D-D bundles.

Remark 4.5.2. Note that K̂P
0 = P ×P̂U(Ĥ) K̂0 := P × K̂0/∼, where the equivalence relation is

(ϕ,T )∼ (ϕ · [u], [u−1] ·T ) for [u] ∈ P̂U(Ĥ). The Real G-action by automorphisms is given by

the Real (left) G-action on P.

Before going on the study of generalized classifying morphisms, we shall say some-

thing about generalized Real homomorphisms G −→ P̂U(Ĥ). First of all, recall from Re-

mark 3.10.2 that although the Real group P̂U(Ĥ) is not abelian, it still is possible to define

Real P̂U(Ĥ)-valued Čech 1-cocycles over any Real groupoid G, and hence form the set

ȞR1(G•, P̂U(Ĥ)). Furthermore, as we had already pointed out, using the same arguments

as in Proposition 3.10.1, ȞR1(G•, P̂U(Ĥ)) and HomRG(G, P̂U(Ĥ)) are set-theoretically bi-

jective.

However, when identified with HomRGΩ
(G, P̂U(Ĥ)), the set HomRG(G, P̂U(Ĥ)) admits

the structure of abelian monoid defined as follows. Fix an isomorphism

Ĥ⊗̂Ĥ ∼=−→ Ĥ

of Rg Hilbert spaces. Then the map

P̂U(Ĥ)× P̂U(Ĥ) 
 ([u1], [u2]) 	−→ [u1⊗̂u1] ∈ P̂U(Ĥ⊗̂Ĥ)∼= P̂U(Ĥ)

is a Real a homeomorphism, where the unitary u1⊗̂u2 is given on Ĥ⊗̂Ĥ by

(u1⊗̂u2)(ξ1⊗̂ξ2) := (−1)∂u2·∂u1 u1(ξ1)⊗̂u2(ξ2).
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Given p1, p2 ∈ HomRGΩ
(G, P̂U(Ĥ)), we may, without loss of generality, assume they are

represented on the same open Real cover U of X ; i.e. p1, p2 :G[U]−→ P̂U(Ĥ) are strict Real

morhisms. Henceforth, the map

p1⊗̂p2 : G[U]−→ P̂U(Ĥ)

γ 	−→ p1(γ)⊗̂p2(γ)
(4.17)

becomes a well defined strict Real homomorphism. Therefore we have:

Definition and Lemma 4.5.3. For [P1], [P2] ∈HomRG(G, P̂U(Ĥ)). We define the sum

[P1]+ [P2] := [P1⊗P2],

where P1 ⊗ P2 is the generalized homomorphism from G
��r

s
�� X to P̂U(Ĥ) ���� · ob-

tained by composing the corresponding morphism p1⊗̂p2 ∈ HomRGΩ
(G, P̂U(Ĥ)) with the

generalized Real morphism induced by a canonical Morita equivalence G ∼ G[U]. Then

HomRG(G, P̂U(Ĥ)) is an abelian monoid with respect to this operation.

Remark 4.5.4. The same reasoning applies to the Real group U0(Ĥ): the operation of ten-

sor product of cocycles makes the set HomRG(G,U0(Ĥ)) ∼= ȞR1(G•,U0(Ĥ)) into an abelian

monoid. Similarly the corresponding operation in HomRG(G,U0(Ĥ)) is denoted additively.

We list some simple properties for generalized classifying morphisms.

Proposition 4.5.5. If P1 and P2 are generalized classifying morphisms for (A1,α1) and

(A2,α2), respectively, then P1⊗P2 is a generalized classifying morphism for the Real graded

tensor product (A1⊗̂XA2,α1⊗̂α2).

Proof. Up to considering the pull-back of Ai , i = 1,2 along the canonical Real inclusion

G[U] �→G, we can suppose that the (Ai ,αi ) are Rg D-D bundles over the Real cover groupoid

G[U], where U is an open Real cover such that the morphisms pi ∈ HomRGΩ
(G, P̂U(Ĥ))

corresponding to Pi are represented. The isomorphisms (Ai ,αi )∼= (K̂Pi
0 , Ad Pi ) mean that

the pull-back (p∗i K̂0, p∗i Ad) is isomorphic to (Ai ,αi ), i = 1,2. We thus have reduced the

proposition to show that

(A1⊗̂Y A2,α1⊗̂α2)∼= ((p1⊗̂p2)∗K̂0, (p1⊗̂p2)∗Ad),

where Y =∐i∈I Ui . But this is clear by using functorial property of �BrR(·) in the category

RGs and the isomorphism of Rg D-D bundles (K̂0⊗̂·K̂0, Ad⊗̂Ad)∼= (K̂0, Ad) over P̂U(Ĥ).

Proposition 4.5.6. Suppose Z : Γ −→ G is a generalized Real homomorphism. Let (A,α) ∈�BrR(G) of type 0. If P is a generalized classifying morphism for (A,α), then P ◦Z is a gen-

eralized classifying morphism for (AZ ,αZ ) ∈�BrR(Γ).
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Proof. This is a consequence of the cofunctorial property of �BrR(·) in the category RG:

i.e. A∼= K̂P
0 implies AZ ∼= (K̂P

0 )Z ∼= K̂P◦Z
0 .

Proposition 4.5.7. Let (A1,α1), (A2,α2) be isomorphic Rg D-D bundles of type 0 over G
��r

s
�� X .

If P1 and P2 are generalized classifying morphisms for (A1,α1) and (A2,α2), respectively,

there exists a G-P̂U(Ĥ)-equivariant Real isomorphism P1
∼= P2.

Proof. Let fi : Ai −→ Pi ×P̂U(Ĥ) K̂0, i = 1,2, and φ : A1 −→A2 be isomorphisms of Rg D-D

bundles. Then h := f2 ◦φ◦ f −1
1 : P1×P̂U(Ĥ) K̂0 −→ P2×P̂U(Ĥ) K̂0 is an isomorphism of Rg D-

D bundles over G. P1 −→ X and P2 −→ X being P̂U(Ĥ)-principal bundles, it follows from

the theory of principal bundles (see for instance Husemöller [38, §4.6]) that there exists

an isomorphism of P̂U(Ĥ)-principal bundles f : P1 −→ P2 over X such that h([ϕ,T ]) =
[ f (ϕ),T ] for all [ϕ,T ] ∈ P1×P̂U(Ĥ) K̂0. Moreover, f must be Real since h is. Also, since h

is G-equivariant, we have h([g ·ϕ,T ]) = g ·h([ϕ,T ]) = g · [ f (ϕ),T ] = [g · f (ϕ),T ], so that

[ f (g ·ϕ),T ]= [g · f (ϕ),T ],∀[ϕ,T ] ∈ P1×P̂U(Ĥ) K̂0. f is thus an isomorphism of generalized

Real homomorphisms P1
∼= P2 :G−→ P̂U(Ĥ).

From Proposition 4.5.7 we deduce, among other things, the following

Corollary 4.5.8. If there exists a generalized classifying morphism for (A,α) ∈�BrR(G), then

it is unique up to isomorphism of generalized Real homomorphisms.

The existence of generalized classifying morphisms is the content of the nex section.

4.6 Construction of the classifying morphism P

It is known (see [87]) that graded complex D-D bundles are, in some sense, classified by

the groupoid P̂U(Ĥ) ���� · ; i.e. giving a graded complex D-D bundle A over G is equiv-

alent to giving a generalized morphism P ∈ HomG(G, P̂U(Ĥ)), where G is the category of

topological groupoids and isomorphism classes of generalized morphisms. In view of the

isomorphism established in Lemma 4.3.7, it is natural to expect a similar correspondence

in the category of Real spaces. We show that the G-equivariant P̂U(Ĥ)-principal bundle

associated to a Rg D-D bundle admits a natural involution turning it into an element in

HomRG(G, P̂U(Ĥ)), where the Real groupoid P̂U(Ĥ) ���� · is given the compact-open

topology (which is equivalent to the ∗-strong operator topology) and the usual involution

AdJ0,R .

A Rg D-D bundle (A,α) ∈�BrR(G) being of type 0 means that the fibres Ax are isomor-

phic to the graded complex elementary C∗-algebra K̂ev =K(Ĥ), and there is a Real local
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trivialization (U j ,ϕ j ) j∈J with commutative diagrams

A|U j

τU j

��

h j �� U j ×K̂0

τ×bar
��

A|U j̄

h j̄ �� U j̄ ×K̂0

(4.18)

and a Real family of continuous function ai j : Ui j −→ (0)(K̂0)= P̂U(Ĥ), over every non-

empty intersection Ui j =Ui ∩U j , such that the homeomorphism

hi ◦h−1
j : Ui j ×K̂0 −→Ui j ×K̂0

sends (x,T ) to (x, ai j (x)T ). Notice that (ai j ) ∈ Z R1(U, P̂U(Ĥ)). We then obtain the "Real"

analog of the well known Dixmier-Douady class (see [27], [75]). What is more, we get a Real

P̂U(Ĥ)-valued Čech 1-cocyle μ over G as follows. From the Real open cover U = (U j ) j∈J ,

from the Real open cover U1 = (U 1
( j0, j1)) of G by setting U 1

( j0, j1) = {g ∈ G | r (g ) ∈U j0 , s(g ) ∈
U j1 } (cf. (3.43)). Using the isomorphism of Rg C∗-bundles s∗A−→ r ∗A over G induced by

the Real G-action α and the commutative diagram (4.18), there is a Real family of contin-

uous family μ( j0, j1) : U 1
( j0, j1) −→ (0)(K̂0)= P̂U(Ĥ) such that

μ( j0, j1)(g )= h j0|r (g ) ◦αg ◦h−1
j1|s(g )

,∀g ∈U 1
( j0, j1), (4.19)

where h j0|r (g ) : Ar (g ) −→ {r (g )}× K̂0, and h j1|s(g ) : {s(g )}× K̂0 −→As(g ) are the restrictions of

the isomorphisms h j0 : r ∗A|U 1
( j0, j1)

−→U j0 × K̂0 and h−1
j1

: U j1 × K̂0 −→ s∗A|U 1
( j0, j1)

. It is easy

to verify that μA = (μ( j0, j1)) is a Real 1-coboundary. We are going to show that the general-

ized Real homomorphism corresponding to the class to the class of μA in ȞR1(G•, P̂U(Ĥ))

is actually a classifying generalized morphism for (A,α).

We first give further constructions. For x ∈ X , let Px := Isom(0)(K̂0,Ax). Put

P := ∐
x∈X

Px . (4.20)

For g ∈ G and p = (s(g ),ϕ) ∈ Ps(g ), the G-action α of A provides the element g · p ∈ Pr (g )

given by

g ·p := (r (g ),αg ◦ϕ). (4.21)

We wish to define a topology on P such that not only the canonical projection P 

(x,ϕ) 	−→ x ∈ X is continuous but also the formula (4.21) defines a continuous action of G

on P with respect to the projection just given. To do so, we first consider the pull-backs

s∗P −→G and r ∗P −→G of P −→ X along the range and source maps. Then we look at the

fibred-product s∗P ×G r ∗P −→G.
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Lemma 4.6.1. The G-action α of A induces a (set-theoretical) embedding

s∗P ×G r ∗P �→G× P̂U(Ĥ).

Proof. If ((g ,ϕ), (g ,ψ)) ∈ s∗P ×G r ∗P , then ψ−1 ◦αg ◦ϕ ∈ (0)(K̂0)= P̂U(Ĥ). It is straight-

forward to see that the correspondence

s∗P ×G r ∗P −→ G× P̂U(Ĥ)

((g ,ϕ), (g ,ψ)) 	−→ (g ,ψ−1 ◦αg ◦ϕ)

is a well-defined injection map.

Definition 4.6.2. Let (A,α) ∈�BrR(G) of type 0, and let P be given by (4.20). Let the space

s∗P ×G r ∗P be given the topology induced from the product topology of G× P̂U(Ĥ) via the

embedding of Lemma 4.6.1. Then we endow P with the topology induced from the embed-

ding

P �→ s∗P ×G r ∗P

(x,ϕ) 	−→ ((x,ϕ), (x,ϕ))

In this way, P is looked at as a subspace of G× P̂U(Ĥ).

From this definition, it is obvious that the projection P −→ X is an open continuous

map with respect to which the formula (4.21) defines a continuous G-action on P . More-

over, P is a Real G-space with respect to the involution P 
 (x,ϕ) 	−→ (x̄,ϕ̄), where for

ϕ ∈ Isom(0)(K̂0,Ax), the isomorphism ϕ̄ is defined by ϕ̄(T ) :=ϕ(T̄ ) for all T ∈ K̂0.

Proposition 4.6.3. Let u ∈ Û(Ĥ) and [u] its class in the group P̂U(Ĥ). For ϕ ∈ Px we put

ϕ · [u] := ϕ ◦ Adu ∈ Px. Then the map P 
 (x,ϕ) 	−→ (x,ϕ · [u]) ∈ P defines a principal Real

P̂U(Ĥ)-action on P compatible with the G-action with respect to the projection P −→ X . In

other words, we have a generalized Real homomorphism

P ��

��

·

X

from G to P̂U(Ĥ).

Proof. The continuity of the map P̂U(Ĥ)× P 
 ([u], (x,ϕ)) 	−→ (x,ϕ · [u]) ∈ P is a direct

consequence of the construction of the topology of P . It respects the Real structures since

for all T ∈ K̂0,

ϕ · [u](T )=ϕ(uT̄ u−1)=ϕ◦ Adu(R̄)= ϕ̄◦ Adū(T ),= (ϕ · [ū])(T ).

It only reminds to check that the P̂U(Ĥ)-action is principal; i.e. that condition
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(i) in Definition 2.2.1) is satisfied for the map P × P̂U(Ĥ)−→ P ×X P given by

((x,ϕ), [u]) 	−→ ((x,ϕ), (x,ϕ · [u])).

But this is clear; indeed that map has inverse P ×X P −→ P × P̂U(Ĥ) defined by

((x,ϕ), (x,ψ)) 	−→ ((x,ϕ),ϕ−1 ◦ψ).

Proposition 4.6.4. The class of [P ] ∈HomRG(G, P̂U(Ĥ)) in ȞR1(G•, P̂U(Ĥ)) is μA, the latter

being given by (4.19).

Proof. The Real local trivialization (U j ,h j ) of (4.18) gives rise to a Real family of local

sections s j : U j −→ P such that s j (x) = h−1
j |x ∈ Isom(0)(K̂0,Ax). For g ∈ U 1

( j0, j1), we have

g ·h−1
j1|s(g )

=αg ◦h−1
j1|s(g )

, hence g ·s j1 (s(g ))= s j0 (r (g )) ·μ( j0, j1), which proves the result (cf. the

proof of Proposition 3.10.1 for the construction of the class of such cohomology class).

Proposition 4.6.5. Every Rg D-D bundle (A,α) of type 0 over G
��r

s
�� X admits a general-

ized classifying morphism P(A). Furthermore, the assignment

[P ] 	−→A([P ]) := P ×P̂U(Ĥ) K̂0

induces a well defined surjective homomorphism of abelian monoids

A : HomRG(G•, P̂U(Ĥ))−→ B̂rR0(G). (4.22)

Proof. Let P :G−→ P̂U(Ĥ) be the generalized Real homomorphism defined above (cf (4.20)).

Then the family of fibrewise maps

P ×P̂U(Ĥ) K̂0 
 ((x,ϕ),T ) 	−→ϕ(T ) ∈Ax

is clearly an isomorphism of Rg D-D bundles over G. Therefore, P : G−→ P̂U(Ĥ) is a gen-

eralized classifying morphism for (A,α). The uniqueness of P is guaranteed by Corol-

lary 4.5.8.

The map A is well defined since an isomorphism of generalized Real homomorphisms

P ∼= P ′ obviously induces an isomorphism between the associated Rg D-D bundles. It is

a homomorphism of abelian monoids, for if [P ], [P ′] ∈HomRG(G, P̂U(Ĥ)) then, thanks to

Proposition 4.5.5 and the uniqueness of the generalized classifying morphism, P ⊗P ′ is

a generalized classifying morphism for A([P ])⊗̂XA([P ′]) and for A([P ]+ [P ′]) at the same

time; so that A([P ⊗P ′])∼= K̂P⊗P ′
0

∼=A([P ])⊗̂XA([P ′]), which implies A([P ]+ [P ′])=A([P ])+
A([P ′]) in B̂rR0(G). The surjectivity ofA is a consequence of the existence of the generalized

classifying morphism we just proved.
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Remark 4.6.6. Let X be a locally compact Hausdorff space. Recall that Atiyah and Segal

defined the monoid Proj±(X ) to be the set of infinite dimensional projective graded complex

Hilbert space bundles on X (see in [8, pp.11-12]) subjected to the operation of graded ten-

sor products, and showed that as a set, Proj±(X ) ∼= Ȟ 1(X ,Z2)× Ȟ 2(X ,Z). Note that if X is

endowed with a Real structure τ, then HomR G(X , P̂U(Ĥ)) is nothing but the Real analog of

Proj±(X ). We thus may expect to have a similar result as in the complex case; this will be

discussed in the next sections.

4.7 Intermediate isomorphism theorem

Consider once again the abelian monoids HomRG(G, Û
0
(Ĥ)) and HomRG(G, P̂U(Ĥ)).

There is a canonical monomorphism

pr : HomRG(G,U0(Ĥ))−→HomRG(G, P̂U(Ĥ))

induced by the canonical Real projection Û
0
(Ĥ) −→ P̂U(Ĥ); i.e., if U : G −→ U0(Ĥ) is a

generalized Real homomorphism, then we obtain a generalized Real homomorphism

pr ◦U :=U×U0(Ĥ) P̂U(Ĥ) :G−→ P̂U(Ĥ).

Definition 4.7.1. An element [P ] ∈ HomRG(G, P̂U(Ĥ)) is called trivial if [P ] = [pr ◦U] for

some U :G−→U0(Ĥ).

Define an equivalence relation in HomRG(G, P̂U(Ĥ)) by saying that P1,P2 :G−→ P̂U(Ĥ)

are stably isomorphic if there exists a trivial generalized Real homomorphism Q such that

[P1]+ [Q]= [P2]+ [Q].

In that case we write [P1]∼st [P2]. We define

HomRG(G, P̂U(Ĥ))st :=HomRG(G, P̂U(Ĥ))/∼st .

The class of [P ] with respect to "∼st " is denoted by [P ]st

Lemma 4.7.2. [P ] is trivial if and only if P is the generalized classifying morphism of a Rg

D-D bundle of the form (K(Ĥ ), AdU ) where (Ĥ ,u) is a Rg Hilbert G-bundle.

Proof. Assume P ∼= pr ◦U trivial. Let [ω] ∈ ȞR1(X , Û
0
(Ĥ)) be the class of the Real U0(Ĥ)-

principal bundle U −→ X , and let [c] ∈ ȞR1(G•,U0(Ĥ)) be the class of U as Real U0(Ĥ)-

principal G-bundle. Suppose, without loss of generality, that U = (U j ) j∈J is a Real open

cover of X on which ω is represented, and such that c is represented on the Real open

cover U1 = (U 1
( j0, j1)) j0, j1∈J . Then we get a Rg Hilbert G-bundle (Ĥ ,u) by setting:

Ĥ :=∐
j∈J

U j ×Ĥ/∼ (4.23)
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where Ui × Ĥ 
 (x,ξ) ∼ (x,ωi j (x)ξ) ∈Ui × Ĥ; if [x,ξ] j denotes the class in Ĥ of (x,ξ) ∈
U j ×Ĥ, we define the Real structure [x,ξ] j 	−→ [x̄, ξ̄] j̄ (where as usual the "bar" in Ĥ is the

Real structure J0,R), and the projection π : Ĥ −→ X by π([x,ξ] j )= x; the Real G-action U is

Ug ([s(g ),ξ] j1 ) := [r (g ),c( j0, j1)(g )ξ] j0 . (4.24)

By construction, we see that pr ◦U = U×U0(Ĥ) K̂0 is a generalized classifying morphism

for (K(Ĥ ), AdU ) and that the class μK(Ĥ ) (recall (4.19)) in ȞR1(G, P̂U(Ĥ)) is Adc , where

(Adc )( j0, j1) := Adc( j0, j1) .

Conversely, a Rg Hilbert G-bundle (Ĥ ,U ) gives rise to a class [ω] ∈ ȞR1(G•,U0(Ĥ)),

hence to a generalized Real homomorphism U : G −→ U0(Ĥ). It follows from Proposi-

tion 4.6.4 that pr ◦U :G−→ P̂U(Ĥ) is a generalized classifying morphism for (K(Ĥ ), AdU );

therefore P ∼= pr ◦U by Corollary 4.5.8.

Lemma 4.7.3. HomRG(G, P̂U(Ĥ))st is an abelian group with respect to the sum; the inverse

of [P ]st is [P∗]st where P∗ is the generalized classifying morphism for the conjugate bundle

of A([P ]).

Proof. We only need to verify the existence of the inverse. P⊗P∗ is a generalized classifying

morphism for the Rg D-D bundle A([P ])⊗̂XA([P ]). From Corollary 4.2.10, P ⊗P∗ is then a

generalized classifying morphism for (K(Ĥ ), AdU ) where (Ĥ ,U ) is a Rg HilbertG-bundle.

Therefore, [P ⊗P∗] is trivial, by Lemma 4.7.2.

The main result of this section is the following

Theorem 4.7.4. Let G
��r

s
�� X be a locally compact second-countable Real groupoid with

Real Haar system. Then B̂rR0(G)∼=HomRG(G, P̂U(Ĥ))st .

The proof is based on the following lemma.

Lemma 4.7.5. (Compare [87]). The sequence of abelian monoids

0−→HomRG(G,U0(Ĥ))
pr−→HomRG(G, P̂U(Ĥ))

A−→ B̂rR0(G)−→ 0 (4.25)

is exact.

Proof. We have already seen that pr was a monomorphism of abelian monoids, and A was

an epimorphism of abelian monoids. It then remains to show that kerA= Im(pr ).

Im(pr )⊂ kerA: indeed, from Lemma 4.7.2 and Corollary 4.5.8, for all [U] ∈HomRG(G,U0(Ĥ)),

the Rg D-D bundle A([pr ◦U]) is of the form (K(Ĥ ), AdU ), hence A([pr ◦U])= 0 in B̂rR0(G)

by Corollary 4.2.10.

kerA ⊂ Im(pr ): if A([P ]) = 0 then P is the generalized classifying morphism for some

(K(Ĥ ), AdU ). So, by Lemma 4.7.2, [P ] is trivial; in other words, [P ]= [pr ◦U] ∈ Im(pr ).
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Proof of Theorem 4.7.4. First of all, observe that there is a canonical isomorphism of abelian

monoids
HomRG(G, P̂U(Ĥ))

Im(pr )
∼=HomRG(G, P̂U(Ĥ))st ,

the quotient monoid is then an abelian group. Moreover, from the exact sequence (4.25)

we deduce an isomorphism of abelian monoids

P : B̂rR0(G)
∼=−→HomRG(G, P̂U(Ĥ))st ,

such that P(A) is the class in HomRG(G, P̂U(Ĥ))st of the generalized classifying mor-

phism P of (A,α). Furthermore, by definition of the inverse in HomRG(G, P̂U(Ĥ))st , we

see that this isomorphism respects the inversion; it therefore is an isomorphism of abelian

groups, this completes the proof.

4.8 Example: computation of B̂rRG(∗)

Here we apply the observations of the previous sections to compute the Rg Brauer

group of a locally compact Real group G ���� · .

If G = G ���� · is a Real group, and if S is a Real group, then HomRG(G ,S) identifies

with the set Hom(G ,S)R of continuous Real group homomorphisms from G to S. In par-

ticular

HomRG(G , P̂U(Ĥ))st
∼= Hom(G , P̂U(Ĥ))R

Hom(G ,U0(Ĥ))R

.

For instance, if G is given the trivial Real structure, then

HomRG(G , P̂U(Ĥ))st
∼= Hom(G , P̂U(ĤR))

Hom(G ,U0(ĤR))
.

Moreover, a Rg D-D bundle over G ���� · is obviously of constant type since it is given

by a Real bundle over the point together with a Real action of G ; so B̂rR(G)= B̂rR∗(G). It is

convenient to write B̂rRG (∗) instead of B̂rR(G) since it is exactly the Rg Brauer group of the

point with the trivial Real G-action. Similarly, we write B̂rOG (∗) and B̂rG (∗).

Now, applying Proposition 4.4.9 and Theorem 4.7.4 to G , we get

Proposition 4.8.1. Let G be a locally compact Real group. Then

B̂rRG (∗) ∼= Z8⊕ Hom(G , P̂U(Ĥ))R

Hom(G ,U0(Ĥ))R

,

B̂rOG (∗) ∼= Z8⊕ Hom(G , P̂U(ĤR))

Hom(G ,U0(ĤR))
.
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4.9 The main isomorphisms

The purpose of this section is to establish the main result of this chapter. Namely, we

prove the following theorem.

Theorem 4.9.1. Let G
��r

s
�� X be a locally compact Hausdorff second-countable Real groupoid

with Real Haar system. Then

B̂rR(G) ∼= ȞR0(G•, InvK̂)⊕ (ȞR1(G•,Z2)� ȞR2(G•,S1)
)

;

B̂rR∗(G) ∼= ȞR0(G•,Z8)⊕ (ȞR1(G•,Z2)� ȞR2(G•,S1)
)

.

We first deduce from Theorem 4.9.1 and Theorem 3.14.7 the following corollary.

Corollary 4.9.2. Let G
��r

s
�� X be a locally compact Hausdorff second-countable Real proper

groupoid with Real Haar system. Then

B̂rR(G) ∼= ȞR0(G•, InvK̂)⊕ (ȞR1(G•,Z2)� ȞR3(G•,Z0,1)
)

;

B̂rR∗(G) ∼= ȞR0(G•,Z8)⊕ (ȞR1(G•,Z2)� ȞR3(G•,Z0,1)
)

.

We also deduce a generalization of Donovan-Karoubi’s isomorphism (4.7):

Corollary 4.9.3. Let G
��r

s
�� X be a groupoid with paracompact unit space and Haar sys-

tem. Then

B̂rO(G)∼= Ȟ 0(G•,Z8)⊕ (Ȟ 1(G•,Z2)� Ȟ 2(G•,Z2)
)

.

Proof. This follows from Theorem 4.3.6 2), Theorem 4.9.1, and the fact that whenG is given

the trivial involution, ȞRn(G•,S1)∼= Ȟ n(G•,Z2) (see ??).

The proof of Theorem 4.9.1 is divided into several steps that mainly consist of con-

structing an isomorphism HomRG(G, P̂U(Ĥ))st
∼=�ExtR(G,S1).

Let us consider the following "generic" Rg S1-central extension EK̂0
of P̂U(Ĥ) ���� ·

S1 �� Û(Ĥ)
pr �� P̂U(Ĥ)

∂

��
Z2

(4.26)

where ∂([u]) is the degree of the homogeneous unitary u.

Let G
��r

s
�� X be a Real groupoid and let P :G−→ P̂U(Ĥ) be a generalized Real homo-

morphism. Then we get a Rg S1-central extension P∗EK̂0
of G by pulling back EK̂0

via P

(see Definition and Proposition 2.7.2).
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Lemma 4.9.4. The assignment P 	−→ P∗EK̂0
induces a well defined homomorphism of abelian

monoids
T : HomRG(G, P̂U(Ĥ)) −→�ExtR(G,S1)

[P ] 	−→ [P∗EK̂0
]

Proof. Assume P ∼= P ′ are isomorphic generalized Real homomorphisms fromG to P̂U(Ĥ).

As usual, we may assume that P and P ′ are represented in HomRGΩ
(G, P̂U(Ĥ)) on the

same Real open cover U of X by two Real strict homomorphisms f : G[U] −→ P̂U(Ĥ)

and f ′ : G[U]−→ P̂U(Ĥ), respectively. The pull-backs P∗EK̂0
and (P ′)∗EK̂0

are then Morita

equivalent to

S1 �� Û(Ĥ)×pr,P̂U(Ĥ), f G[U] �� G[U]

∂◦ f

��
Z2

and

S1 �� Û(Ĥ)×pr,P̂U(Ĥ), f ′ G[U] �� G[U]

∂◦ f ′

��
Z2

respectively, where in both cases, the projection is the canonical one onto the second fac-

tor. Since P ∼= P ′, there is an isomorphism of Real groupoids φ : G[U] −→ G[U] such that

f ′ = f ◦φ. Therefore, the map

Û(Ĥ)×pr,P̂U(Ĥ), f G[U]−→ Û(Ĥ)×pr,P̂U(Ĥ), f ′ G[U]

defined by (u,γ) 	−→ (u,φ(γ)) induces an isomorphism of Rg S1-central extension P∗EK̂0
∼=

(P ′)∗EK̂0
. Hence T is well defined.

Let us check that T is a homomorphism. Let [P1], [P2] ∈ HomRG(G, P̂U(Ĥ)) and let

p1, p2 : G[U] −→ P̂U(Ĥ) be Real strict morphisms representing [P1] and [P2], respectively

in the category RGΩ. Then the map(
Û(Ĥ)×pr,P̂U(Ĥ),p1

G[U]
)
×G[U]

(
Û(Ĥ)×pr,P̂U(Ĥ),p2

G[U])
)
−→ Û(Ĥ⊗̂Ĥ)×pr,P̂U(Ĥ⊗̂Ĥ),p1⊗̂p2

G[U])

defined by (
(u1,γ), (u2,γ)

) 	−→ (u1⊗̂u2,γ),

is easily checked to define an isomorphism of Rg S1-central extensions

(P∗1 EK̂0
)⊗̂(P∗2 EK̂0

)∼= (P1⊗P2)∗EK̂0
.

Thus, T ([P1]+ [P2])=T ([P1])+T ([P2]), and we are done.
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Lemma 4.9.5. If [P ] is trivial, then T ([P ]) = 0 in �ExtR(G,S1). Therefore, T induces a ho-

momorphism of abelian groups

HomRG(G, P̂U(Ĥ))st −→�ExtR(G,S1),

also denoted by T .

Proof. Since T ([P ]) depends only on the isomorphism class of P , it suffices to suppose

P = pr ◦U for some generalized Real homomorphism U : G −→ U0(Ĥ). Let u : G[U] →
U0(Ĥ) be a Real strict homomorphism representing U in the category RGΩ. Then the

Real groupoids morphism p : G[U]−→ P̂U(Ĥ) given by p(γ)= [uγ] represents P . It follows

that the map

G[U] −→ Û(Ĥ)×pr,P̂U(Ĥ),p G[U]×p,P̂U(Ĥ),pr Û(Ĥ)

γ 	−→ (uγ,γ,uγ)

is a well defined section of the projection of (p∗P̂U(Ĥ),G[U],∂ ◦ p); the latter is then a

strictly trivial Rg S1-twist (cf. Proposition 2.5.7). Therefore, P∗EK̂0
is a trivial Rg S1-central

extension of G.

At this point, we are following closely [90, §2.6] to construct a homomorphism P ′ in

the other direction; and then we will show that T and P ′ are inverses of each other.

Let E= (Γ̃,Γ,δ, Z ) be a Rg S1-central extension of G
��r

s
�� X .

Definition 4.9.6. ( [90, Definition 2.37]). A function ξ ∈ Cc (Γ̃) is said S1-equivariant if

ξ(λγ̃)=λ−1ξ(γ̃) for any λ ∈S1 and any γ̃ ∈ Γ̃.

Let μ = {μy }y∈Y be a Real Haar system of the Real groupoid Γ̃
���� Y . For y ∈ Y ,

consider the graded Hilbert space L2
y := L2(Γ̃y )S

1
consisting of S1-equivariant functions

on Γ̃y which are L2 with respect to μy . Note that the Z2-grading of L2
y is the one induced

by δ; i.e., for ξ ∈Cc (Γ̃y )S
1
, define δξ by

(δξ)(γ̃) := (−1)δ(γ)ξ(γ̃), (4.27)

where γ ∈ Γ is such that π(γ̃)= γ. Let

HΓ̃,y =L2
y ⊗H, and H̃Γ̃,y :=∐

y
HΓ̃,y , (4.28)

where, as usual H = l 2(N) is the generic separable infinite dimensional Hilbert space, en-

dowed with the Real structure JR given by the complex conjugation with respect to the

canonical basis. Then the countably generated continuous field of infinite dimensional
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graded Hilbert spaces H̃Γ̃ −→ Y , is a locally trivial graded Hilbert bundle, and hence triv-

ial thanks to [27, Théorème 5]. By identifying HΓ̃,y with the space

L2(Γ̃y ;H)S
1

:= {ξ ∈Cc (Γ̃y ;H) | ξ(λγ̃)=λ−1ξ(γ̃),∀λ ∈S1, γ̃ ∈ Γ̃y },

we define the Real structure on H̃Γ̃ by

HΓ̃,y 
 ξ 	−→ ξ̄ ∈HΓ̃,ȳ , (4.29)

where ξ̄(γ̃) := ξ(γ̃) for all γ̃ ∈ Γ̃ȳ . Together with this involution, H̃Γ̃ is clearly a Rg Hilbert

bundle over Y .

For y ∈ Y , let ÛΓ̃,y =U0(Ĥ,HΓ̃,y )
⋃

U1(Ĥ,HΓ̃,y ) be the space of homogeneous unitary

operators from Ĥ to HΓ̃,y . Put

ÛΓ̃ =
∐
y∈Y

UΓ̃,y .

The field ÛΓ̃ is endowed with the topology induced from H̃ : a section Y 
 y 	−→ uy ∈ ÛΓ̃,y

is continuous if and only if for every ξ ∈ Ĥ, the map y 	−→ uyξ is a continuous section of

H̃Γ̃ −→ Y . The bundle ÛΓ̃ −→ Y is, in an obvious way, a Real Û(Ĥ)-principal bundle, with

the Real structure ÛΓ̃,y 
 u 	−→ ū ∈ ÛΓ̃,ȳ , where for ξ ∈ Ĥ, ū(ξ) := u(ξ̄) ∈HΓ̃,ȳ . Notice that

scalar multiplication with elements of the fibers ÛΓ̃,y induces a Real S1-action on ÛΓ̃. It

follows that its quotient

PÛΓ̃ := ÛΓ̃/S1 (4.30)

is a Real P̂U(Ĥ)-principal bundle over Y . We write [(x,u)] the class of (x,u) ∈ ÛΓ̃,y in the

quotient PÛΓ̃.

One defines a Real left Γ-action on PÛΓ̃ −→ Y in the following way: let γ ∈ Γ and

[(s(γ),u)] ∈ PÛΓ̃, then γ · [(s(g ),u)] is the class [(r (γ),γ ·u)] of the element (r (γ),γ ·u) ∈
ÛΓ̃,r (γ), where for each ξ ∈ Ĥ, the function (γ ·u)ξ ∈ L2(Γ̃r (γ);Ĥ)S

1
is given by

(γ ·u)ξ : Γ̃r (γ) 
 h 	−→ (uξ)(γ̃−1h),

where γ̃ ∈ Γ̃γ is any lift of γ with respect to the projection Γ̃ −→ Γ. It is easy to verify that

with respect to this well defined Real action, PÛΓ̃ is a Real P̂U(Ĥ)-principal bundle over

the Real groupoid Γ
��r

s
�� Y , in other words, it is a generalized Real homomorphism from

Γ to P̂U(Ĥ) ���� · .

Now the composite G
Z−1

−→ Γ
PÛΓ̃−→ P̂U(Ĥ) gives us the generalized Real homomorphism

PE :=PÛΓ̃ ◦Z−1 :G−→ P̂U(Ĥ). (4.31)

Remark 4.9.7. Notice that the Real Γ-action on PÛΓ̃ is induced by the Real Γ̃-action on

ÛΓ̃ defined by γ̃ · (s(γ̃),u) := (r (γ̃), γ̃ ·u), where for ξ ∈ Ĥ, ((γ̃ ·u)ξ)(h) := (uξ)(γ̃−1h) for all

h ∈ Γ̃r (γ̃). In fact, ÛΓ̃ is a Real Û(Ĥ)-principal bundle over the Real groupoid Γ̃
���� Y .
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Lemma 4.9.8. Let Ei = (Γ̃i ,Γi ,δi , Zi ), i = 1,2 be Morita equivalent Rg S1-central exten-

sions of G
��r

s
�� X , with equivalence implemented by an S1-equivarient Morita equiva-

lence Z : Γ̃1 −→ Γ̃2 (see Definition 2.6.1). Denote by Z ′ = Z /S1 : Γ1 −→ Γ2 the induced Morita

equivalence. Then PÛΓ̃2
◦Z ′ and PÛΓ̃1

are isomorphic.

Proof. This is a consequence of [90, Lemma 2.39].

Lemma 4.9.9. Assume E1 and E2 are Morita equivalent Rg S1-central extensions of G. Then

[PE1]= [PE2].

Proof. A Morita equivalence Γ∼Z G induces an isomorphism of abelian monoids

Z∗ : homRG(Γ, P̂U(Ĥ))−→HomRG(G, P̂U(Ĥ))

given by Z∗[P ] := [P ◦Z−1] ( [90, Proposition 2.35]).

Now if Z is a Morita equivalence from E1 and E2, then under the notations of Lemma 4.9.8,

the commutative diagram of generalized Real homomorphisms

Γ1
Z ′

��

Z1 ��	
		

		
		

Γ2

Z2














G

induces a commutative diagram of abelian monoids

HomRG(Γ1, P̂U(Ĥ))
Z ′∗ ��

Z1∗ ����������������� HomRG(Γ2, P̂U(Ĥ))

Z2∗�����������������

HomRG(G, P̂U(Ĥ))

Consequently, PÛΓ̃2
◦ (Z ′)−1 ◦ Z−1

2
∼= PÛΓ̃1

◦ Z−1
1 = PE1. But from Lemma 4.9.8, PÛΓ̃1

◦
(Z ′)−1 ∼=PÛΓ̃2

. Therefore, PE2
∼= PE1.

Lemma 4.9.10. The assignment E 	−→ PE induces group homomorphism

P ′ :�ExtR(G,S1) 	−→HomRG(G, P̂U(Ĥ))st , [E] 	−→ [PE]st .

Moreover T ◦P ′ = Id.

Proof. The second statement follows from [90, Proposition 2.38].

For the first statement, we shall check first that [PE] is trivial for E trivial. But, thanks to

the previous lemma, it suffices to show that PE0 comes from a generalized Real homomor-

phism U :G−→U0(Ĥ), where E0 is the trivial extension (G×S1,G,0). This is obvious since

L2(Gx ×S1)S
1 ∼= L2(Gx), which implies in particular that there is a canonical Real graded
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G-action on the Real (trivially) graded Hilbert bundle HG×S1 .

Let [E1], [E2] ∈�ExtR(G,S1). For the sake of simplicity, we shall assume E1 and E2 are rep-

resented by Rg S1-twists (Γ̃1,Γ,δ1) and (Γ̃2,Γ,δ2) over the same Real groupoid Γ
��r

s
�� Y

Morita equivalent to G. Let μi be a Real Haar system of Γ̃i , i = 1,2. Then Γ̃1⊗̂Γ̃2 is equipped

with the Real Haar system μ1×S1 μ2, and Γ is equipped with the image of the later (here

μ1×S1 μ2 is meant to say the product measure is invariant under the diagonal action by

S1). For y ∈ Y , we denote by Cc (Γ̃y
1 ;H)S

1⊗̂Cc (Γy )Cc (Γ̃2;H)S
1

the completion, with respect

to the inductive limit topology in Cc (Γ̃y
1 ⊗̂Γ̃

y
2 )S

1
, of the Cc (Γy )-linear span of

{
ξ1�̂ξ2 | ξ1 ∈Cc (Γ̃y

1 )S
1
,ξ2 ∈Cc (Γ̃y

2 )S
1
}

,

where ξ1�̂ξ2 ∈ Cc (Γ̃y
1 ⊗̂Γ̃2)S

1
is defined by [(γ̃1, γ̃2)] 	−→ ξ1(γ̃1)ξ2(γ̃2), and where Cc (Γy ) acts

onCc (Γ̃y
i )S

1
by the formulas: (ξ1·φ)(γ̃1)= ξ1(γ̃1)φ(π1(γ̃1)), and (φ·ξ2)(γ̃2)=φ(π2(γ̃2))ξ2(γ̃2)

for ξ1 ∈Cc (Γ̃y
1 )S

1
,φ ∈Cc (Γy ),ξ2 ∈Cc (Γ̃y

2 ) and γ̃i ∈ Γ̃y
i , i = 1,2. Then, passing to the L2-norms,

the graded Hilbert spaces L2(Γ̃y
1 ⊗̂Γ̃

y
2 )S

1
and L2(Γ̃y

1 )S
1⊗̂L2(Γy )L

2(Γ̃y
2 )S

1
are isomorphic.

Define a generalized Real homomorphism U (Γ) : Γ−→U0(Ĥ) by the Real filed

U (Γ) := ∐
y∈Y

U0(Ĥ,L2(Γy )⊗H),

where the RealΓ-action is induced by the RealΓ-action on the Rg HilbertΓ-bundle H̃ (Γ)=∐
y∈Y L2(Γy )⊗H−→ Y defined by γ·(s(γ),ξ) := (r (γ),γ·ξ), with (γ·ξ)(h) := ξ(γ−1h) for every

h ∈ Γr (γ) (note that the grading of H̃ (Γ) is carried by L2(Γy ) and is given by (δ1⊗δ2)ξ(γ) :=
(−1)δ1(γ)+δ2(γ)ξ(γ)). Then, remarking that pr ◦U (Γ)=U (Γ)/S1, we define an isomorphism

of Real P̂U(Ĥ)-principal bundles over Γ
��r

s
�� Y

PÛΓ̃1
⊗PÛΓ̃2

⊗ (pr ◦U (Γ))
∼=−→ PÛΓ̃1⊗̂Γ̃2

[(y,u1)]⊗ [(y,u2)]⊗ [(y, v)] 	−→ [(y, v · (u1�̂u2))]
(4.32)

as follows: given ξ ∈ Ĥ, we write ui (ξ) =∑ j φ
j
i ⊗η

j
i , i = 1,2, where φ

j
i ∈ L2(Γ̃y

i )S
1
,η j

i ∈H,

and similarly, v(ξ)=∑ j ψ
j ⊗ζ j ∈ L2(Γy )⊗H; then the unitary v · (u1�̂u2) is defined by

(v · (u1�̂u2))(ξ) :=∑ j

(
ψ j ·φ j

1�̂φ
j
2

)
⊗η

j
1⊗η

j
2⊗ζ j

∈ L2(Γ̃y
1 ⊗ Γ̃

y
2 )S

1 ⊗H⊗H⊗H∼= L2(Γ̃y
1 ⊗ Γ̃

y
2 )S

1 ⊗H.
(4.33)

Thus [PÛΓ̃1⊗̂Γ̃2
] ∼st [PÛΓ̃1

⊗PÛΓ̃2
] in HomRG(Γ, P̂U(Ĥ)). Therefore, by functoriality, we

have [P (E1⊗̂E1)]∼st [(PE2)⊗(PE2)], which means that P ′([E1]+[E2])=P ′([E1])+P ′([E2]).

Lemma 4.9.11. We have P ′ ◦T = Id; consequently, we have a group isomorphism

HomRG(G, P̂U(Ĥ))st
∼=�ExtR(G,S1).
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Proof. In view of Lemma 4.9.10, we only have to verify that P ′◦T = Id. Let [P ] ∈HomRG(G, P̂U(Ĥ))

be represented by a pair [(U, p)] ∈HomRGΩ
(G, P̂U(Ĥ)). Recall (see Proposition 2.4.13) that

P ∼= P ′ ◦Z−1
ιU

, where ιU : G[U] �→ G is the canonical Real inclusion and P ′ is the generalized

Real homomorphism induced from the strict Real homomorphism p : G[U] −→ P̂U(Ĥ).

Notice that P ′ = ∐ j U j × P̂U(Ĥ) together with the Real G[U]-action g j0 j1 · (s(g ) j1 , [u]) :=
(r (g ) j0 , [u]). On the other hand, there is canonical Real G[U]-action on the Rg Hilbert bun-

dle H̃p∗Û(Ĥ), hence PÛp∗Û(Ĥ) = P̂U(Ĥ,H̃p∗Û(Ĥ))
∼= ∐ j U j × P̂U(Ĥ) = P ′. It follows that

PÛp∗Û(Ĥ) ◦Z−1
ιU
∼= P ′ ◦Z−1

ιU
= P , and hence P ′(T ([P ]))= [P ].

Proof of Theorem 4.9.1. By Theorem ??, Theorem 4.7.4, and Lemma 4.9.11: we have an

isomorphism

dd ◦T ◦P : B̂rR0(G)−→ ȞR1(G•,Z2)� Ȟ 2(G•,S1).

The result then follows from 4.4.9.

4.10 Oriented Rg D-D bundles

Definition 4.10.1. ForA ∈ B̂rR(G), its image in ȞR0(G•, InvK̂)⊕(ȞR1(G•,Z2)� ȞR2(G•,S1)
)

is called the D-D class of A and is denoted by DD(A).

Definition 4.10.2. Given a Rg D-D bundle (A,α) of type 0, the Rg S1-central extension ob-

tained by the composite

B̂rR0(G)
P−→HomRG(G, P̂U(Ĥ))

T−→�ExtR(G,S1)

is called the associated Rg extension and is denoted by EA.

Definition 4.10.3. A Rg D-D bundle (A,α) is called oriented if its D-D class is of the form

(0,0,c); (A,α) is then of type 0. By B̂rR
+

(G) we denote the subset of B̂rR(G) consisting of

oriented Rg D-D bundles.

It should be noted that the associated Rg extension EA of an oriented Rg D-D bun-

dle is even in the sense that the grading δ of EA is the zero function. Of course Morita

equivalence and tensor product of Rg D-D bundles preserve orientation. Thus B̂rR
+

(G)

is a subgroup of B̂rR0(G). Indeed, using similar arguments as in [42, §3.4], we obtain the

"Real analog" of Kumjian-Muhly-Renault-Williams [49].

Theorem 4.10.4. Let G
��r

s
�� X be a locally compact Hausdorff second-countable Real groupoid

with Real Haar system. Then

B̂rR
+

(G)∼=HomRG(G, P̂U
0
(Ĥ))st

∼= ȞR2(G•,S1).
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Remark 4.10.5. We shall note that the above result generalizes Rosenberg classification of

real continuous-trace algebras given in [78]. Indeed, let (X ,τ) be a compact Real space.

Then B̂rR
+

(X ) ∼= ȞR2(X ,S1) ∼= ȞR3(X ,Z0,1). Thus, if A ∈ B̂rR
+

(X ) with Dixmier-Douady

class DD(A)= α ∈ ȞR3(X ,Z0,1), we have τ∗α=−α, which coincides with [78, Proposition

3.1].



5
Equivalence Theorem for Real Graded Fell

systems

This chapter is aimed at investigating Fell bundles and their C∗-algebras in the graded

and Real case (see [48] or [90, A.2] for an introduction to Fell bundles). We will study in §.

5.2 the graded Real reduced C∗-algebras of given graded Real Fell bundles and their Morita

equivalences. More specifically, we will give in §. 5.6 the analogue of the Renault’s equiv-

alence theorem (cf. [64, Theorem 2.8]) for the graded Real reduced groupoid C∗-algebras.

We refer to [77, 64] and more recently [65] for more details on the Renault’s equivalence

theorem for groupoid C∗-algebras and for groupoid crossed products. In Section 5.3 we

will introduce the notion of garded Real Fell pair, and equivalence of graded Real Fell bun-

dles, and then in Section 5.6, we will profit from the technical tools of Sims and Williams

in [83] using the so-called linking groupoid (cf. [69]).

We should mention that the Renaul’s equivalence theorem has been already proven by P.

Muhly and D. Williams for trivially graded Fell bundles (see [66]). We however propose

a different approach from theirs taking into account those not necessarily trivial gradings

(and Real structures).

Throughout this chapter, (G,ρ), (Γ,�), etc. are locally compact, second countable, Haus-

dorff Real groupoids with open source and range maps, andμ (orμG,μΓ, etc.) is a Real Haar

system.

5.1 Rg Fell bundles and their full C∗-algebras

107
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Let p : E −→G be a Rg Banach bundle with Real structure σ : E −→ E . Set

E [2] := {(e1,e2) ∈ E ×E | (p(e1), p(e2)) ∈G(2)} .

Endow E [2] with the obvious Real structure σ[2]. If m : G(2) −→G denotes the partial multi-

plication of the groupoid G
��r

s
�� X , then the pull-back (m∗E ,m∗σ) is a Rg Banach bundle

over (G(2),σ(2)).

Definition 5.1.1 (Compare [48]). A multiplication on (E ,σ) is a continuous Real map

E [2] 
 (e1,e2) 	−→ ((p(e1), p(e2)),e1e2
) ∈m∗E (5.1)

that satisfies the following properties:

(i) the induced map Eg ×Eh −→ Eg h is bilinear and sends E i
g ×E

j
h to E

i+ j
g h , i , j = 0,1, for

(g ,h) ∈G(2);

(ii) (associativity) (e1e2)e3 = e1(e2e3) whenever the multiplication is defined;

(iii) ‖e1e2‖ ≤ ‖e1‖‖e2‖, for every (e1,e2) ∈ E [2].

A ∗-involution on (E ,σ) is a continuous 2-periodic Real map (∗) : E 
 e 	−→ e∗ ∈ E such

that

(iv) p(e∗)= p(e)−1;

(v) the induced map (∗) : Eg −→ Eg−1 is conjugate linear and graded, for all g ∈G.

Finally, we say that p : (E ,σ) −→ (G,ρ) is a Rg Fell bundle if in addition the following

conditions hold:

(vi) (e1e2)∗ = e∗2 e∗1 , ∀(e1,e2) ∈ E [2];

(vii) ‖e∗e‖ = ‖e‖2, ∀e ∈ E ;

(viii) e∗e ≥ 0, ∀e ∈ E ;

(ix) ( fullness) the image of Eg ×Eh −→ Eg h spans a dense subspace of Eg h.

The pair (G,E ) is called a Rg Fell system; we will also write ((G,ρ), (E ,σ)) when the needs

arise.

Remark 5.1.2. Conditions (v),(vi) and (vii) of the definition imply that for x ∈ X , Ex is a

graded C∗-algebra. In particular, the restriction E (0) :=EX , together with the Real structure

σ, defines a Rg C∗-bundle over X .
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Given a Rg Fell bundle E over a second countable locally compact Hausdorff Real

groupoid G with a Real Haar system μ, we want to turn the space Cc (G;E ) of compactly

supported continuous sections into a Rg C∗-algebra (C∗(G;E ),σ) that we will call the full

Rg C∗-algebra associated to (E ,σ). For this end, observe first that Cc (G;E ) is graded by

Cc (G;E ) 
 ξ 	−→ ε◦ξ, (5.2)

where ε is the (fiberwise) grading of E , and has the natural Real structure given by

Cc (G;E ) 
 ξ 	−→σ(ξ) :=σ◦ξ◦ρ. (5.3)

The following is a particular case of [32, Proposition 3.11].

Lemma 5.1.3. Let (E ,σ) be a Rg Fell bundle overG, and let B be a Real subspace of (C0(G;E ),σ)

that is invariant under the grading. Assume that

(a) ξ ∈B and ϕ ∈C0(G) implies ϕ ·ξ ∈B, where (ϕ ·ξ)(g ) :=ϕ(g )ξ(g ), and

(b) for each g ∈G, the set {ξ(g ) : ξ ∈B} is dense, as a graded subspace, in Eg .

Then, as a Rg subspace, (B ,σ) is dense in (C0(G;E ),σ).

Definition 5.1.4. Let (E ,σ) be a Rg Fell bundle over G. Given f ∈ Cc (G(2)) and ξ ∈ C0(G;E ),

we define the function f ⊗ξ :G(2) −→m∗E by

( f ⊗ξ)(g ,h)= f (g ,h)ξ(g h) ∈ Eg h ,

for all (g ,h) ∈G(2). Such a function will be called an elementary tensor. Next, we set

Cc (G(2))�̂C0(G;E ) := span
{

f ⊗ξ : f ∈Cc (G(2)),ξ ∈C0(G;E )
}

.

Proposition 5.1.5. (Compare with [32, Proposition 3.40]). Let (E ,σ) be as above. Then,

each elementary tensor f ⊗ξ is a compactly supported continuous sections of (m∗E,m∗σ)

over G(2) vanishing at infinity; i.e. f ⊗ ξ ∈ Cc (G(2);m∗E ). Furthermore, Cc (G(2))�̂C0(G;E ),

equipped with theZ2-grading 1⊗ε and Real involutionρ(2)⊗σ, is dense in (C0(G(2);m∗),m∗σ).

Proof. That an elementary tensor f ⊗ ξ defines a continuous section in C(G(2);m∗E ) is

clear. Moreover, from the definition, one has ‖( f ⊗ ξ)(g ,h)‖ = ‖ f (g ,h)‖‖ξ(g h)‖; hence

supp( f ⊗ξ)⊂ supp( f ), and this shows that f ⊗ξ ∈Cc (G(2);m∗E ). Note that the grading 1⊗ε
and the Real structure ρ(2)⊗σ of Cc (G(2))�̂C0(G;E) are respectively given over elementary

tensors by

(1⊗ε)( f ⊗ξ)(g ,h)= f (g ,h)ε(ξ(g h)), and

(ρ(2)⊗σ)( f ⊗ξ)(g ,h)= f (ρ(g ),ρ(h)).ν(ξ(ρ(g h)));
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while that of C0(G(2);m∗E ) are

(m∗ε(ζ))(g ,h) := εg h(ζ(g ,h)), and

m∗σ(ζ)(g ,h) :=m∗σ(ζ(ρ(g ),ρ(h))).

It is easy to see that m∗ε( f ⊗ξ)= (1⊗ε)( f ⊗ξ) and m∗σ( f ⊗ξ)= (ρ(2)⊗σ)( f ⊗ξ); therefore,

Cc (G(2))�̂C0(G;E ) is a Rg subspace of C0(G(2);m∗E ).

To prove that (Cc (G(2))�̂C0(G;E ),ρ(2) ⊗σ) is dense in C0(G(2);m∗E ), we just have to

check that the conditions (a) and (b) in Lemma 5.1.3 held for the Rg Fell bundle (m∗E ,m∗ν)

of (G(2),ρ(2)) and the Rg subspace Cc (G(2))�̂C0(G;E ). For ϕ ∈C0(G2) and an elementary ten-

sor f ⊗ξ, one has (ϕ · ( f ⊗ξ))(g ,h) = ϕ(g ,h) f (g ,h)ξ(g h)) = (ϕ f ⊗ξ)(g ,h); then condition

(a) holds. For condition (b), we are using the same arguments as in [32, Proposition 3.40].

Let (g ,h) ∈ G(2), and e ∈m∗E(g ,h) = Eg h , and let f ∈Cc (G(2)) such that f (g ,h) = 1. Choose

a section ξ ∈ C0(G;E ) such that ξ(g h) = e. Then ( f ⊗ ξ)(g ,h) = e, which completes the

proof.

Proposition 5.1.6. Let (G,E ) be a Rg Fell system and let μ be a Real Haar system for G. Then

(Cc (G;E ),σ) is a Rg ∗-algebra with respect to the following operations:

(ξ∗η)(g ) :=
∫
Gr (g )

ξ(γ)η(γ−1g )dμr (g )(γ), for ξ,η ∈Cc (G;E ), and (5.4)

ξ∗(g ) := ξ(g−1)∗. (5.5)

The following lemma will be needed in the proof of the above proposition.

Lemma 5.1.7. Let the above settings be given. Then, given a section χ ∈ Cc (G(2);m∗E ), the

formula

ψ(g ) :=
∫
Gs(g )

χ(γ,γ−1g−1)∗dμs(g )(γ), (5.6)

provides a continuous section ψ ∈Cc (G;E).

Proof. Observe that, from the definition of m∗E , for every γ ∈Gs(g ),

χ(γ,γ−1g−1) ∈ Eγγ−1g−1 = Eg−1 ;

so that χ(γ,γ−1g−1)∗ ∈Eg . Hence, for every g ∈G, the integral (5.6) takes values in Eg , and

ψ is then a section of E . It then remains to check that ψ is continuous and compactly

supported. However, from Proposition 5.1.5, χ is the uniform limit of a sum of the form∑
i fi ⊗ξi . On the other hand, it is easy to see that if χ j −→ χ with respect to the inductive

limit topology in Cc (G(2);m∗E ), then ψ j −→ψ with respect to the inductive limit topology.
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It turns out that we can restrict ourselves to the case whenχ= f ⊗ξ is an elemantary tensor.

In this case, we have

ψ(g )=
∫
Gs(g )

f (γ,γ−1g−1)dμs(g )(γ)ξ(g−1)∗.

Next, it is not hard, using the Stone-Weierstrass’ Theorem, to check that span{ f1. f2 :G×G 

(g1, g2) 	−→ f1(g1) f2(g2) | f1, f2 ∈ Cc (G)} is dense in Cc (G×G). Now, since G(2) is a closed

subset of the normal space G×G, we can extend the function f ∈ Cc (G(2)) to all of G×G.

Thus, we can suppose that ψ is of the form

ψ(g )=
∫
Gs(g )

f1(γ) f2(γ−1g−1)dμs(g )(γ)ξ(g−1)∗. (5.7)

It follows that suppψ⊂ (supp f1)(supp f2), where the latter is the set

{g1g2 | g1 ∈ supp f1, g2 ∈ supp f2 ∈}.

This shows that ψ is compactly supported. Now we can use the same arguments as above

and that of Renault in [76, Proposition II.1.1] to show the continuity of ψ. Extend the

function G(2) 
 (g ,γ) 	−→ f2(γ−1g−1) to a bounded continuous function f̃2 : G×G −→ C.

Since the function G 
 g 	−→ lg ∈ Cc (G), where lg (γ) 	−→ f1(γ) f̃2(g ,γ) is continuous, so is

the function

G×X 
 (g , x) 	−→
∫
Gx

f1(γ) f̃2(g ,γ)dμs(g )(γ)ξ(g−1)∗ ∈ Eg ,

and in particular, its restriction to the subspace {(g , s(g )) ∈ G× X | g ∈ G} is continuous;

hence the function defined by (5.7) is continuous. Therefore, ψ ∈ Γc (G;E ).

Remark 5.1.8. Notice that in the above proof we have freely used the assumption that the

involution in Cc (G;E ) given by (5.1.6) is well defined. In fact, this is not hard to check as it

will be fleshed out below.

Proof of Proposition 5.1.6. We shall first show that the operations are well defined. Given

ξ ∈Cc (G;E ), ξ(g−1) ∈ Eg−1 ; thus ξ∗(g )= ξ(g−1)∗ ∈ Eg and ξ∗ is well inC(G;E ), the continuity

of ξ∗ coming from that of ξ and suppξ∗ being exactly

(suppξ)−1 := {g−1 ∈G | g ∈ suppξ}.

Note that the formula ξ∗η defined by (5.4) is just an application of Lemma 5.1.7 by setting:

χ(g1, g2) := η(g2)∗ξ(g1)∗, for (g1, g2) ∈G(2);

so that

ξ∗η(g )=
∫
Gs(g−1)

χ(γ,γ−1g )∗dμs(g−1)(γ).
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Furthermore, if g ∈ supp(ξ∗η), then there existsγ ∈Gr (g ) such that both of ξ(γ) and η(γ−1g )

are nonzero. Then γ−1g ∈ suppη, and then supp(ξ∗η)⊂ (suppξ)(suppη).

It is routine to check that the convolution and the involution operations are compatible

with both of the Z2-grading and the Real structure of Cc (G;E ). Furthermore, the convolu-

tion is associative: if ξ,η,ζ ∈Cc (G;E ), and g ∈G, then

(ξ∗η)∗ζ(g )=
∫
Gr (g )

(ξ∗η)(γ)ζ(γ−1g )dμr (g )(γ)

=
∫
Gr (g )

∫
Gr (γ)

ξ(h)η(h−1γ)ζ(γ−1g )dμr (γ)(h)dμr (g )(γ)

=
∫
Gr (g )

ξ(h)
∫
Gr (h)

η(h−1γ)ζ(γ−1g )dμr (h)(γ)dμr (g )(h)

=
∫
Gr (g )

ξ(h)
∫
Gs(h)

η(γ)ζ(γ−1h−1g )dμs(h)dμr (g )(h),

where we used the associativity of the multiplication on (E ,σ) to get the third equality and

the left invariance of the Haar measure μ to obtain the last one. Then we get

(ξ∗η)∗ζ(g )=
∫
Gr (g )

ξ(h)(η∗ζ)(h−1g )dμr (g )(h)

= ξ∗ (η∗ζ)(g ).

We shall also verify that the operation (5.1.6) anti-commutes with the convolution. To do

this, observe that since the ∗-involution on (E ,μ) is antilinear, the same arguments we

used in the proof of Lemma 3.14.9 would show that if f ∈Cc (G;E ), and g ∈G, then(∫
Gr (g )

f (γ)dμr (g )(γ)

)∗
=
∫
Gr (g )

f (γ)∗dμr (g )(γ).

It follows that if ξ,η ∈ Γc (G;E) and g ∈G; then

(ξ∗η)∗(g )=
(∫

Gs(g )
ξ(γ)η(γ−1g−1)dμs(g )(γ)

)∗
=
∫
Gs(g )

η(γ−1g−1)∗ξ(γ)∗dμs(g )(γ)

=
∫
Gs(g )

η∗(gγ)ξ∗(γ−1)dμs(g )(γ)

=
∫

r (g )
η∗(γ)ξ∗(γ−1g )dμr (g )(γ), by the left invariance of μ,

= η∗ ∗ξ∗(g ).

At this point, it remains to show that these operations are continuous with respect to the

inductive limit topology. Suppose that ξi −→ ξ and ηi −→ η in Cc (G;E ) with respect to the

inductive limit topology, and that K and L are compact subsets of G such that, eventually,
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suppξi ⊂ K and suppηi ⊂ L. Then, eventually, supp(ξi ∗ηi ) ⊂ K L. Now, from (3.64), one

has

‖ξ∗η−ξi ∗ηi‖ ≤
∫
Gr (g )

‖ξ(γ)η(γ−1g )−ξi (γ)ηi (γ−1g )‖dμr (g )(γ)

≤
∫
Gr (g )

‖ξ(γ)−ξi (γ)‖‖η(γ−1g )‖dμr (g )

+
∫
Gr (g )

‖ξi (γ)‖‖η(γ−1g )−ηi (γ−1g )‖dμr (g )(γ).

Therefore, ξi∗ηi −→ ξ∗η inCc (G;E ) with respect to the inductive limit topology. Moreover,

eventually, suppξ∗i ⊂K−1. Then, from the definition of the ∗-involution,

‖ξ∗(g )−ξ∗i (g )‖ = ‖(ξ(g−1)−ξi (g−1))∗‖;

hence ξ∗i −→ ξ∗ with respect to the inductive limit topology.

Remark 5.1.9. Although we had not mentioned it before, we used in the last part of the

proof the fact that given ξ ∈Cc (G;E ), the function G 
 g 	−→ ‖ξ(g )‖ ∈R+ is μ-integrable since

it is continuous and compactly supported.

Definition 5.1.10. Assume (G,E ) is a Rg Fell system. For ξ ∈Cc (G;E ), we set

‖ξ‖1 := sup
x∈X

∫
Gx
‖ξ(g )‖dμx(γ).

Then, we define the I-norm on Cc (G;E ) by

‖ξ‖I :=max
{‖ξ‖1,‖ξ∗‖1

}
.

The proposition below can been seen as a generalisation of [76, Proposition II.1.4]

or [32, Proposition 3.57]. For this reason, we will omit the proof.

Proposition 5.1.11. Suppose (G,E ) is a Rg Fell system. Then the I-norm is a norm on

Cc (G;E ), compatible with the grading, invariant with respect to the involution σ, and defin-

ing a topology coarser than the inductive limit topology.

Proposition 5.1.12. Let (G,E ) be a Rg Fell system. Then the Rg ∗-algebra (Γc (G;E ),σ) ad-

mits a self-adjoint two-sided Real approximate identity with respect to the inductive limit

topology.

The proof of Proposition 5.1.12 will be delayed until Section 5.5

Definition 5.1.13. Let (L1(G;E ),σ) be the Rg Banach ∗-algebra consisting of the completion

L1(G;E ) of Cc (G;E ) with respect to the I-norm, and the grading and Real structure extended

to L1(G;E ). Then the full Rg C∗-algebra of (E ,σ), denoted by (C∗(G;E ),σ), is defined as the

enveloping C∗-algebra C∗(G;E ) of L1(G;E ), provided with the grading and the Real struc-

ture of L1(G;E ) extended 1.

1Recall (see for instance [26, 2.7.2]) that given a ∗-algebra A with an approximate identity, and equipped
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5.2 Reduced crossed products

Our goal in this section is to construct a graded Real C∗-algebra associated to a Rg

Dixmier-Douady bundle (A,α) over a Real groupoid G
��r

s
�� X , by using some tools we

will be developing here for Rg Fell bundles. Namely, we are constructing the reduced C∗-

algebra of a Rg Fell system (G,E ). Note that this construction is known in the case where

no grading nor Real structure are involved (see for instance [90, p.907], and in [48] for the

special case of proper groupoids).

Proposition 5.2.1. Let (G,E ) be a Rg Fell system. Consider the Rg C∗-algebra (A,σ), where

A :=C0(X ;E ). Then,

(i) the operation

( f .ξ)(g ) := f (r (g ))ξ(g ), for f ∈ A,ξ ∈Cc (G;E ), and g ∈G, (5.8)

defines a Rg (left) A-action on (Cc (G;E ),σ).

(ii) the operation

A〈ξ,η〉(x) :=
∫
Gx

ξ∗(γ)η(γ−1)dμx(g ), for ξ,η ∈Cc (G;E ), and x ∈ X , (5.9)

defines a Rg A-valued inner product on (Cc (G;E ),σ).

Therefore, with these operations, (Γc (G;E ),σ) is a graded Real pre-Hilbert A-module.

Proof. (i) In view of Definition 5.1.1, for every g ∈ G, there is an action of Er (g ) on Eg such

that

Er (g )×Eg
��

σr (g )×σg

��
�

Eg

σg

��
Eρ(r (g ))×Eρ(g )

�� Eρ(g )

and such that E i
r (g )×E

j
g is sent to E

i+ j
g , i , j ∈ {0,1}. It then follows that, given f ∈ A and

ξ ∈Cc (G;E ), we have f .ξ ∈Cc (G;E ), and the operation is compatible with the gradings and

the Real structures.

with a seminorm ‖‖ such that ‖ab‖ ≤ ‖a‖‖b‖,‖a∗‖ = ‖a‖, and ‖a∗a‖ = ‖a‖2, its envelopping C∗-algebra can

be constructed as follows: set I := {a ∈ A | ‖a‖ = 0}; then the map a 	−→ ‖a‖ defines a norm on the quotient

A/I , and the completion of A/I with respect to this norm a C∗-algebra. Now, if σ : A −→ A is a Real structure

on A, then the map A/I 
 [a] 	−→ σ̃([a]) := [σ(a)] ∈ A/I is well defined and provides a Real structure on the

quotient A/I , and then a Real structure on the envelopping C∗-algebra. The same holds for a grading ε on

A.
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(ii)The formula well defines an element of A; indeed, given ξ,η ∈ Cc (G;E ), put Fξ.η : G −→
E,γ 	−→ ξ∗(γ)η(γ−1). Then one obtains A〈ξ,η〉 =μ(Fξ,η) ∈ A (cf. [76, Definition I.2.2]).

Let ξ ∈ Cc (G;E ). We verify that A〈ξ,ξ〉 ∈ A+, i.e. A〈ξ,ξ〉(x) is a positive element of the C∗-

algebra Ex . For every x ∈ X :

A〈ξ,ξ〉(x)=
∫
Gx

ξ(γ−1)∗ξ(γ−1)dμx(γ)≥ 0, thanks to (viii) Definition 5.1.1.

Also, it is clear that if A〈ξ,ξ〉(x) = 0,∀x ∈ X , then ξ = 0 on G. The remaining properties of

the inner product are very easy to check; for instance, for ξ,η ∈Cc (G;E ), one has

A〈ξ,η〉∗(x)= (A〈ξ,η〉(x))∗ =
∫
Gx

η∗(γ)ξ(γ−1)dμx(γ)= A〈η,ξ〉(x), ∀x ∈ X .

Let us verify that A〈·, ·〉 is compatible with the Z2-gradings and the Real structures. The

mere use of the properties defining a graded Real Fell bundle allows us to see that for

i , j ∈ {0,1}, A〈Cc (G;E )i ,Cc (G;E ) j 〉 ⊆ Ai+ j . Now, to show that σ(A〈ξ,η〉) = A〈σ(ξ),σ(η)〉,
we may apply the equality (3.66) to each fiber Ex of (E|X ,σ) and the function Gx 
 γ 	−→
ξ∗(γ)η(γ−1) ∈ Ex . Then,

νx(A〈ξ,η〉(x))=
∫
Gρ(x)

σx(ξ∗(ρ(γ))η(ρ(γ)−1))dμρ(x)(γ)

=
∫
Gρ(x)

σ(ξ)∗(γ)σ(η)(γ−1)dμρ(x)(γ)

= A〈σ(ξ),σ(η)〉(ρ(x)),∀x ∈G(0);

thus σ(A〈(ξ,η))= A〈σ(ξ),σ(η)〉,∀ξ,η ∈Cc (G;E).

Definition 5.2.2. For ξ ∈Cc (G;E ), put

‖ξ‖2 := ‖A〈ξ,ξ〉‖1/2;

where the norm ‖.‖ in A is, of course, given by ‖ f ‖ = sup
x∈X

‖ f (x)‖Ex , for f ∈ A. Then, we define

the Rg Hilbert A-module (L2(G;E ),σ) as the completion of (Cc (G;E ),σ) with respect to ‖·‖2.

Definition 5.2.3. For every ξ ∈Cc (G;E ), define a Rg ∗-morphism

πl (ξ) :Cc (G;E )−→Cc (G;E )

by left multiplication; namely:

πl (ξ)(η) := ξ∗η, for η ∈Cc (G;E ). (5.10)

Proposition 5.2.4. The operation (5.10) provides a Rg ∗-monomorphism

πl :Cc (G;E )−→LA(L2(G;E )),ξ 	−→πl (ξ). (5.11)

Furthermore, πl extends to a Rg ∗-representation of (L1(G;E ),σ), also denoted by πl and

called the left regular representation. We will write πG,E
l (or πG

l ) when there is a risk of

confusion.
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Proof. Let ξ,η ∈Cc (G;E ). It is clear that πl (ξ) is A-linear. For x ∈ X , one has

A〈ξ∗η,ξ∗η〉(x)=
∫
Gx

((ξ∗η)(g−1))∗(ξ∗η)(g−1)dμx(g )

=
∫
Gx

∫
Gs(g )

η(γ−1g−1)∗ξ(γ)∗dμs(g )(γ)
∫

s(g )
ξ(h)η(h−1g−1)dμs(g )(h)dμx(g )

=
∫
Gx

∫
Gs(g )

η∗(gγ)ξ∗(γ−1)dμs(g )(γ)
∫
Gs(g )

ξ(h)η(h−1g−1)dμs(g )(h)dμx(g )

=
∫
Gx

∫
Gr (g )

η∗(γ)ξ∗(γ−1g )dμr (g )(γ)
∫
Gr (g )

ξ(g−1h)η(h−1)dμr (g )(h)dμx(g ),

by the left invariance of the measure μ.

It follows that for all x ∈ X

‖A〈ξ∗η,ξ∗η〉(x)‖ ≤
∫
Gx

∥∥∥∥(∫
Gr (g )

η∗(γ)ξ∗(γ−1g )dμr (g )(γ)

)
(∫

Gr (g )
ξ(g−1h)η(h−1)dμr (g )(h)d

)∥∥∥∥dμx(g )

≤
∫
Gx

∫
Gr (g )

‖ξ∗(γ−1g )ξ(g−1γ)‖‖η∗(γ)η(γ−1)‖dμr (g )(γ)dμx(g )

≤ ‖A〈ξ,ξ〉(x)‖‖A〈η,η〉(x)‖.

Therefore, ‖πl (ξ)(η)‖2 ≤ ‖ξ‖2‖η‖2,∀η ∈ Cc (G;E ), and then πl (ξ) is bounded with respect

to the norm ‖.‖2. Thus πl (ξ) extends to a bounded A-linear operator on the completion

L2(G;E ).

Suppose that ξ,η,ζ ∈Cc (G;E ). Then for all x ∈ X

A〈πl (ξ)η,ζ〉(x)=
∫
Gx

(η∗ ∗ξ∗)(g )ζ(g−1)dμx(g )

=
∫
Gx

∫
Gr (g )

η∗(γ)ξ∗(γ−1g )dμr (g )(γ)ζ(g−1)dμx(g )

=
∫
Gx

η∗(γ)
∫
Gr (γ)

ξ∗(γ−1g )ζ(g−1)dμr (γ)(g )dμx(γ),

where the last equality is obtained by switching the integrals. Now by applying the left

invariance of the Real Haar measure μ, we get

A〈πl (ξ)η,ζ〉(x)=
∫
Gx

η∗(γ)

(∫
Gs(γ)

ξ∗(g )ζ(g−1γ−1)dμs(γ)(g )

)
dμx(γ)

=
∫
Gx

η∗(γ)(ξ∗ ∗ζ)(γ−1)dμx(γ)

= A〈η,πl (ξ)∗ζ〉(x),

where πl (ξ)∗ := ξ∗ ∗ (.). Hence, πl (ξ) is adjointable for all ξ ∈ Cc (G;E ), and this shows

that the map (5.10) is well define. Moreover, it is obvious that πl is a ∗-monomorphism

and is compatible with the gradings and Real structures. Therefore, the last part of the

proposition follows.
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Definition 5.2.5. We define the Rg reduced C∗-algebra (C∗
r (G;E ),σ) of (G,E ) to be the clo-

sure (with respect to the operator norm) of the image of (L1(G;E ),σ) by the left regular repre-

sentation, together with the grading and Real structure inherited from that of LA(L2(G;E ));

i.e.

C∗
r (G;E ) :=πl (L1(G;E ))⊂LA(L2(G;E )).

Remark 5.2.6 (The reduced norm). Alternatively, we can think of (C∗
r (G;E ),σ) as the com-

pletion of (Cc (G;E ),σ) with respect to the reduced norm ‖ ·‖r given by

‖ξ‖r := sup
‖η‖2=1

{‖πl (ξ)η‖2 | η ∈Cc (G;E )
}

, for ξ ∈Cc (G;E ). (5.12)

The following example will play a central role in the sequel.

Example 5.2.7. Let (A,α) ∈�BrR(G) with Real structure σ. Then the pull-back (s∗A, s∗σ)

of (A,σ) by the source map s is a Rg Fell bundle over G as follows: for all (g ,h) ∈ G(2), the

map s∗Ag × s∗Ah −→ s∗Ag h is given by (a,b) 	−→ αh−1 (a)b ∈ s∗Ag h =As(g h) =As(h), and

the involution is As(g ) 
 a 	−→αg (a∗) ∈ s∗Ag−1 =Ar (g ). All the properties of Definition 5.1.1

are obvious.

Definition 5.2.8. Let G
��r

s
�� X be a locally compact Hausdorff Real groupoid, and let

(A,α) ∈ �BrR(G). Then, the reduced crossed product (G�r A, s∗σ) of (A,α) with (G,ρ) is

the Rg C∗-algebra given by

A�r G :=C∗
r (G; s∗A),

equipped with the Real structure s∗σ and the grading s∗ε, where ε is the fiberwise grading

of A.

Proposition 5.2.9. Suppose that A=B in B̂rR(G). Then, as Real graded C∗-algebras,

A�r G∼Mor i t a B�r G.

Proof. First, observe that elements of A�r G are limits (with respect to the operator norm

in L(L2(G; s∗A))) of elements of the form πl (a), with a ∈Cc (G; s∗A).

Assume that (A,α)∼(X,V ) (B,β), where X has the involution κ. Set:

(πl (a).ξ)(g ) := a(g )ξ(g ) ∈ s∗Xg , and (5.13)

(ξ.πl (b))(g ) := ξ(g )b(g ) ∈ s∗Xg =Xs(g ), (5.14)

for πl (a) ∈A�r G,πl (b) ∈B�r G,ξ ∈ Γc (G; s∗X), and , g ∈G. And on the other hand, we set:

A�rG〈ξ,η〉 :=πl (A〈ξ,η〉) ∈A�r G, and (5.15)

〈ξ,η〉B�rG :=πl (〈ξ,η〉B) ∈B�r G, (5.16)
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for every ξ,η ∈ Γc (G; s∗X), where

A〈ξ,η〉(g )=As(g )〈ξ(g ),η(g )〉 ∈As(g ), and 〈ξ,η〉B(g )= 〈ξ(g ),η(g )〉Bs(g ) ∈Bs(g ),∀g ∈G.

It is not hard to verify, in a one hand, that (5.13) and (5.14) respectively define a contin-

uous Rg left A�r G-action and a continuous Rg right B�r G-action on the Rg algebra

(Cc (G; s∗X), s∗κ) making it a Rg A�r G-B�r G-bimodule; and on the other hand, that the

formulas (5.15) and (5.16) are respectively well defined continuous Rg A�r G-valued and

B�r G-valued full inner products on (Cc (G; s∗X), s∗κ). Therefore, (Cc (G;X), s∗κ) imple-

ments a Rg A�r G-B�r G-imprimitivity bimodule.

Alternatively, we will sometimes use another definition of the reduced norm, which is

a generalization of that of [83]. Suppose we are given a right Rg Fell system (G,E ). Then,

for x ∈ X , consider the inclusion ix : Gx −→ G. Then, as in [?, A.3], we define the (right)

graded Hilbert Ax-module L2(Gx ;E ) as the completion of Cc (Gx ; i∗x E ) with respect to the

graded inner product 〈ξ,η〉Ax := ∫Gx
ξ(g )∗η(g )dμx(g ) (the right action being (ξ · a) : Gx 


g 	−→ ξ(g ) · a ∈ Eg ). Furthermore, the involution σ on Cc (G;E ) induces a conjugate linear

isometry σx : LAx (L2(Gx ;E ))−→LAx̄ (L2(Gx̄ ;E )) defined in the evident way. The following

lemma is very easy to prove.

Lemma 5.2.10. Let (G,E ) be a Rg Fell system. Then for all x ∈ X , left multiplication by

elements of Cc (G;E ) gives a graded ∗-representation πG
x : Cc (G;E ) −→ LAx (L2(Gx ;E )), and

the following diagram commutes

Cc (G;E )

σ

��

πGx �� LAx (L2(Gx ;E ))

σx

��
Cc (G;E )

πGx̄ �� LAx̄ (L2(Gx̄ ;E ))

Moreover, we have

‖ξ‖C∗(G;E ) := ‖ξ‖r = sup
x∈X

{‖πG
x (ξ)‖, ∀ξ ∈Cc (G;E )

5.3 Rg Fell pairs and equivalences

Definition 5.3.1 (Fell action). Let (G,ρ) be as usual, and let (Z ,τ) be a Real (right) principal

G-space. Suppose that p : (E ,σ)−→ (G,ρ) is a Rg Fell bundle, and that π : (X ,κ)−→ (Z ,τ)

is a Rg Banach bundle. Denote by α : Z ∗G−→ Z the Real G-action on (Z ,τ), and endow the

topological space

X ∗E := {(u,e) ∈X ×E | (π(u), p(e)) ∈ Z ∗G}
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with the ovious Real structure. A Fell action of (E ,σ) on (X ,κ) consists of a continuous Rg

(right) G-action on (X ,κ) such that π is G-equivariant, a continuous Real map X ∗E 

(u,e) 	−→ ue ∈α∗X such that

(i) (bilinearity) for all (z, g ) ∈ Z ∗G, the induced map Xz×Eg −→Xzg is bilinear,graded,

and is compatible with the scalar multiplication; i.e. (tu)e = u(te) = t (ue), ∀ t ∈
C, (u,e) ∈Xz ×Eg ;

(ii) (associativity) for (z, g ) ∈ Z ∗G and (g ,h) ∈G(2), one has

u(e1e2)= (ue1)e2,∀(u,e1,e2) ∈Xz ×Eg ×Eh ;

(iii) ‖ue‖ = ‖u‖‖e‖,∀(u,e) ∈Xz ×Eg ;

(iv) for all (u, g ) ∈X ∗G, ‖u.g‖ = ‖u‖;

(v) ( faithfullness) for all (z, g ) ∈ Z ∗G, the image of the induced map Xz ×Eg −→Xzg

spans a graded dense subspace of Xzg .

In this case we write (X ,E) (or ((X ,κ), (E ,σ)) if there is a risk of confusion), and we say

that (X ,E ) is a (right) Rg Fell G-pair over Z .

Remark 5.3.2.

1. In the same token, given a left Real G-space Z , one can define a left Fell action of (E ,σ)

over (X ,κ). In that case, we write (E ,X ) to emphasize the left action.

2. Observe that since the projection π : X −→ Z is G-equivariant, there is an isomor-

phism Xzg −→Xz over all (z, g ) ∈ Z ∗G given by u 	−→ ug−1. It then follows from

condition (i) in Definition 5.3.1 that for all (z, g ) ∈ Z ∗G, Xz admits a structure of

graded left Eg -module.

Now, suppose Z : Γ −→ G is an isomorphism in RG. Recall (cf. Remark 2.4.2) that

Z−1 :G−→ Γ is then an isomorphism in RG. We will need some notions from [69, § 6.1.6].

Definition 5.3.3. Define the (continuous) Real Γ-valued inner product

Γ〈·, ·〉 : Z ×X Z−1 −→ Γ, (z,�(z ′)) 	−→ Γ〈z, z ′〉,

and the (continuous) Real G-valued inner product

〈·, ·〉G : Z−1×Y Z −→G, (�(z), z ′) 	−→ 〈z, z ′〉G

as follows:
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• for (z,�(z ′)) ∈ Z ×X Z−1, Γ〈z, z ′〉 is the unique element of Γ such that z = Γ〈z, z ′〉 · z ′;

• for (�(z), z ′) ∈ Z−1×Y Z , 〈z, z ′〉G is the unique element of G such that z ′ = z · 〈z, z ′〉G.

Remark 5.3.4. It is routine to check that the Γ-valued inner product and the G-valued inner

product verify

Γ〈z, z ′〉−1 = Γ〈z ′, z〉,∀ (z,�(z ′)) ∈ Z ×X Z−1, and

〈z, z ′〉−1
G = 〈z ′, z〉G,∀ (�(z), z ′) ∈ Z−1×Y Z .

Further, the following lemma shows that the two inner products are compatible with

the actions on Z .

Lemma 5.3.5. Let Z : Γ−→G be an isomorphism in RG. Then, the Γ-valued inner product

and theG-valued inner product are compatible with the RealΓ-action and the RealG-action

on Z ; that is, that for all (z, z ′, z ′′) ∈ Z ×X Z−1×Y Z , one has

z · 〈z ′, z ′′〉G = Γ〈z, z ′〉 · z ′′. (5.17)

Proof. This comes from a very simple calculation (see for instance [69, Proposition 6.1.35]).

Proposition 5.3.6. Let (Z ,τ) : (Γ,�)−→ (G,ρ) be an isomorphism in the categoryRG. Then,

any right Fell G-pair (X ,E ) over (Z ,τ) gives rise to a left Fell G-pair ((E ,σ), (X ,κ)) over the

inverse (Z−1,τ�) of (Z ,τ), where X is defined as the conjugate bundle of X . Similarly, any

left Fell Γ-pair over (Z ,τ) gives rise to a right Fell Γ-pair over (Z−1,τ�).

Proof. Of course it suffices to prove the proposition for a Fell G-pair.The bundle X is

defined as follows: X is identified with X as a topological space and if � : X −→ X

is the identity map, the Real structure κ̄ : X −→ X is κ̄(�(u)) := �(κ(u)), the projection

π̄ : X −→ Z−1 is given by π̄(�(u)) := �(π(u)), and finally, the fibre X �(z) is the conjugate

algebra of Xz (i.e. X�(z) =Xz). Next, (G,ρ) acts on the left on (X , κ̄) by g · �(u) = �(ug−1)

for (u, g−1) ∈X ∗G. It is clear that the projection π̄ is Real and G-equivariant. Denote by

α� : G∗ Z−1 −→ Z−1 the left Real G-action on (Z−1,τ�). It is routine to show that the map

E ∗X −→ (α�)∗X , defined on the fibres by

Eg ×X �(z) 
 (e,�(u)) 	−→ �(ue∗) ∈X g .�(z), (5.18)

provides a Fell left action of (E ,σ) on (X , κ̄).

Observe that, given a Morita equivalence (Z ,τ) : (Γ,�)−→ (G,ρ), the Real space (Z ×G(0)

Z−1,τ×τ�) is a locally compact Real groupoid over (Z ,τ) as follows: the product is

(z,�(z ′)) · (z ′,�(z"))= (z,�(z")),

the source and range maps are s(z,�(z ′))= z ′,r (z,�(z ′))= z respectively. Similarly, (Z−1×Γ(0)

Z ,τ�×τ) is a Real groupoid over (Z−1,τ�).
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Definition 5.3.7. Let (Z ,τ) be as above. Then

• if (G,E ) and (Γ,F ) are Rg Fell systems, we write (E>G
,σ>G

) for the Rg Fell bundle over

(Z−1×Y Z ,τ�×τ) that consists of the pull-back of E −→ G along the G-valued inner

product 〈·, ·〉G.

By analogy, we write (FΓ<,ςΓ<) for the graded Rg bundle over the Real groupoid (Z×X

Z−1,τ×τ�) given by the pull-back of (F ,ς) along Γ〈·, ·〉.

• if (X ,E ) is a Fell pair, we define the topological spaces

X ∗X = {(u,�(u′)) ∈X ×X | (π(u), π̄(�(u′))) ∈ Z ×X Z−1},

X ∗X = {(�(u),u′) ∈X ×X | (π̄(�(u)),π(u′)) ∈ Z−1×Y Z },

and we endow them with the obvious Real structures.

Definition 5.3.8. Let (G,E ) be a Rg Fell system. Suppose (X ,E ) is a Fell pair over Z , where

(Z ,τ) : (Γ,�)−→ (G,ρ) is a Real Morita equivalence. A Rg E -valued inner product on (X,κ)

is a continuous Real map 〈·, ·〉E : X ∗X −→ E>G
, (�(u),u′) 	−→ 〈u,u′〉E such that

(a) for all (�(z), z ′) ∈ Z−1×Y Z , the induced map 〈·, ·〉E : X �(z)×Xz ′ −→ E〈z,z ′〉G is conjugate-

linear in the first variable, bilinear in the second variable, and is graded (i.e. it maps

X
i
�(z)×X

j
z ′ to E

i+ j
<z,z ′>G

for i , j ∈ {0,1});

(b) (E -linearity) over all (�(z), z ′, g ) ∈ Z−1∗Z ∗G, then the following diagram commutes:

X �(z)×Xz ×Eg

��

�� E<z,z ′>G
×Eg

��
X �(z)×Xz ′.g �� E<z,z ′>G.g

(5.19)

in other words, 〈u,u′〉E ·e = 〈u,u′ ·e〉E in E<z,z ′>G.g ;

(c) (invariance) for all (�(u),u′) ∈X �(z)×Xz ′ , 〈ug−1,u′g 〉E = 〈u,u′〉E whenever (g ,�(z)) ∈
G∗Z−1;

(d) for all (�(u),u′) ∈X �(z)×Xz ′ , 〈u,u′〉∗E = 〈u′,u〉E in E〈z,z ′〉−1
G
= E〈z ′,z〉G ;

(e) (positivity) for all z ∈ Z and u ∈Xz , 〈u,u〉E ≥ 0 in E〈z,z〉G = Es(z); if 〈u,u〉E = 0 then

u = 0.

In an obvious way, defines a Rg F -valued inner product over X if (F ,X) is a left Fell

pair over (Z ,τ).
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Remark 5.3.9. Note that condition (d) of the definition implies that in particular,

〈u ·e,u′〉E = 〈u,u′〉E ·e∗,

whenever the multiplication and the inner product are defined.

Definition 5.3.10. An equivalence between (Γ,F ) and (G,E ) consists of an isomorphism

(Z ,τ) : (Γ,�) −→ (G,ρ), a right Fell pair ((X ,κ), (E ,σ)) and a left Fell pair ((F ,ς), (X ,κ))

over (Z ,τ), a Rg E -valued inner product

〈·, ·〉E : X ∗X −→ E>G
, (�(u),u′) 	−→ 〈u,u′〉E ,

and a Rg F -valued inner product

F 〈·, ·〉 : X ∗X −→FΓ<, (u,�(u′)) 	−→F 〈u,u′〉

on (X ,κ) such that

(i) (equivariance) for all (γ, z, g ) ∈ Γ∗Z ∗G, the multiplication Fγ×Xz×Eg −→Xγzg is

associative; i.e. for all ( f ,u,e) ∈Fγ×Xz ×Eg , one has f (ue)= ( f u)e;

(ii) (compatibility) if (z,�(z ′), z ′′) ∈ Z ×X Z−1×Y Z , then the diagram

Xz ×X �(z ′)×Xz ′′

��

�� F
Γ<z,z ′> ×Xz ′′

��
Xz ×E<z ′,z ′′>G

�� Xz.<z ′,z ′′>G

(5.20)

commutes; i.e. F 〈u,u′〉·u′′ = u ·〈u′,u′′〉E in Xz·<z ′,z ′′>G
,∀(u,�(u′),u′′) ∈Xz×X �(z ′)×

Xz ′′ ;

(iii) (E -fullness) for all (�(z), z ′) ∈ Z−1×Y Z , the induced map X �(z)×Xz ′ −→ E<z,z ′>G
is

full; that is, that its image spans a dense graded subspace of E<z,z ′>G
;

(iv) (F -fullness) for all (z,�(z ′)) ∈ Z ×X Z−1, the induced map Xz×X �(z ′) −→F
Γ<z,z ′> is

full.

If such an equivalence exists, we write ((Γ,�), (F ,ς)) ∼((Z ,τ),(X ,κ)) ((G,ρ), (E ,σ)) (we will

write (Γ,F )∼(Z ,X ) (G,E ) when all of the structures are understood).

Remark 5.3.11. In the diagram (5.20) we have used Lemma 5.3.5 to observe thatX
Γ<z,z ′>·z ′′ =

Xz·<z ′,z ′′>G
.
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Example 5.3.12. The most relevant example to our work is the case of graded Real Dixmier-

Douady bundles. Let then (B,ς,β) ∈ �BrR(Γ), and (A,σ,α) ∈ �BrR(G). If (s∗ΓB,Γ) ∼(X ,Z )

(s∗
G
A,G), then conditions (iii) and (iv) in Definition 5.3.10 imply that, in particular, for all

z ∈ Z , Xz is graded Bs(z)-Ar(z)-imprimitivity bimodule. Combined with the other condi-

tions, X implements an equivalence of dynamical systems (B,Γ,β)∼ (B,G,α) in the sense

of Muhly and Williams (cf. [65, Definition 5.1]).

Remark 5.3.13. The above example shows that by forgetting the gradings and the Real struc-

tures, one can think of our definition of equivalences of Fell systems as a generalization of

that of [65].

Another important example is the following.

Example 5.3.14. Let (G,E ) be a Rg Fell system. Then there is an equivalence (G,E ) ∼(G,E )

(G,E ) defined over the canonical Real Morita equivalence

X ZG
r�� r �� X ,

where ZG := G, Z−1
G
= {g−1 | g ∈ G}, with the map � : ZG −→ Z−1

G
being defined by the inver-

sion map, and (ZG,ρ) being equipped with the obvious Real left and right actions of (G,ρ).

We should mention that under these actions, we have the maps

ZG×X Z−1
G −→G, (g ,h−1) 	−→ g h−1, and

Z−1
G ×X ZG −→G, (g−1,h) 	−→ g−1h.

Note also that in this case, the Rg Banach bundle (E , σ̄) over (Z−1
G

,ρ�) is given fibrewise by

E g−1 = {e∗ | e ∈ Eg
}
. The left and right actions of (E ,σ) on itself over (ZG,ρ) come from the

definition of (E ,σ) as a Rg Fell bundle. Moreover, the Rg inner products are given by

Eg ×E h−1 
 (e1,e∗2 ) 	−→ e1e∗2 ∈ Eg h−1 , and

E
−1
g ×Eh 
 (e∗1 ,e2) 	−→ e∗1 e2.

It is strightforward to see that all of the conditions of Definition 5.3.10 are satisfied.

Proposition 5.3.15. Equivalence of Rg Fell systems is an equivalence relation.

Proof. 1. Reflexivity. The reflexivity of the relation is guaranteed by Example 5.3.14.

2. Symmetry. Suppose that ((Γ,�), (F ,ς)) ∼((Z ,τ),(X ,κ)) ((E ,σ), (G,ρ)). Recall that we

have a Real Morita equivalence (Z−1,τ) : (G,ρ)−→ (Γ,�). Moreover, from Proposition 5.3.6,
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we obtain a left Fell pair ((E ,σ), (X , κ̄)) and a right Fell pair ((X , κ̄), (F ,ς)) over (Z−1,τ).

Now, by replacing X by X and vice versa in Definition 5.3.10, it is clear that

((G,ρ), (E ,σ))∼((Z−1,τ�),(X ,κ̄)) ((Γ,�), (F ,ς)).

3. Transitivity. Assume that

((Γ,�), (F ,ς))∼((Z1,τ1),(X1,κ1)) ((G′,ρ′), (E ′,σ′))∼((Z2,τ2),(X2,κ2)) ((G,ρ), (E ,σ)).

Then the composition (Z1×G′ Z2,τ1×τ2) of (Z1,τ2) and (Z2,τ2) is an isomorphism (Γ,�)−→
(G,ρ) inRG. Notice that from theG′-invariance of the norm (cf. Definition 5.3.1 (iv)) of X1

and X2 and from the compatibility of the G′-actions with the gradings and the Real struc-

tures, the quotient X̃1 :=X1/G′ equipped with the Real involution κ1([u1]) := [κ1(u1)] and

the grading induced from that of X1 (resp. X̃2 : X1/G′ equipped with the Real involution

κ2([u2]) := [κ2(u2)] and the grading induced from that of X2) is a Rg Banach bundle over

(Z1/G′,τ1) (resp. over (Z2/G′,τ2)). The projections pr1 : Z1×G′ Z2 −→ Z1/G′, [(z1, z2)] 	−→
[z1] and pr2 : Z1×G′ Z2 −→ Z2/G′, [(z1, z2)] 	−→ [z2] are well defined and are clearly compat-

ible with the Real structures. Then we defined the graded Real tensor product of (X1,κ1)

and (X2,κ2) over (G′,ρ′) by

X1⊗̂G′X2 := pr ∗1 X̃1⊗̂Z1×G′ Z2
pr ∗2 X̃2, (5.21)

together with the Real structure denoted byκ1⊗̂G′κ2 and defined obviously. Now, we define

the projection π : (X1⊗̂G′X2,κ1⊗̂κ2)−→ (Z1×G′ Z2,τ1×τ2) by:

π
(
[(z1, z2)],u1⊗̂u2

)= [(π1(u1),π2(u2))]. (5.22)

The fibrer of X1⊗̂G′X2 at a point [(z1, z2)] ∈ Z1×G′ Z2 is then identified with

(X1)z1⊗̂(X2)z2

G′
,

where u1⊗̂u2 ∼ (u1g ′)⊗̂(g ′−1u2) in (X1)z1⊗̂(X2)z2 . Thus, we well have built a graded Real

Banach bundle over (Z ×G′ Z2,τ1×τ2).

At this point, we have to verify the existence the left Real Γ-action and the right Real G-

action on (X1⊗̂G′X2,κ1⊗̂κ2). First, observe that setting

X̃1∗G′ X̃2 :=
{

([u1], [u2]) ∈ X̃1×X̃1 | [(π1(u1),π2(u2))] ∈ Z1×G′ Z2

}
,

there is a well-defined continuous Real map

X̃1∗G′ X̃2 −→X1⊗̂G′X2, ([u1], [u2]) 	−→ ([(π1(u1),π2(u2))], [u1]⊗̂[u2]). (5.23)
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• We set

γ · ([(z1, z2)], [u1]⊗̂[u2]) := ([(γ · z1, z2)], [γ ·u1]⊗̂[u2]), (5.24)

forγ ∈ Γ and and elemantary tensor ([(z1, z2)], [u1]⊗̂[u2]) ∈X1⊗̂G′X2 such that (γ, z1) ∈
Γ∗Z1 and (γ,u1) ∈ Γ∗X1.

• Similarly, we set

([(z1, z2)], [u1]⊗̂[u2]) · g := ([(z1, z2 · g )], [u1]⊗̂[u2 · g ]), (5.25)

for g ∈ G and and an elementary tensor ([(z1, z2)], [u1]⊗̂[u2]) ∈X1⊗̂G′X2 such that

(z2, g ) ∈ Z2∗G and (u2, g ) ∈X ∗G.

We need to show that (5.24) and (5.25) define the desired continuous actions. We only do

that for (5.24) since the same methods can be used to prove (5.25). Suppose that

(γi , ([(z1,i , z2,i )],ui ))−→ (γ, ([(z1, z2)],u)),

in Γ∗(X1⊗̂G′X2). We want to verify that γi ·(([z1,i , z2,i ],ui ))−→ γ·([(z1, z2)],u) in X1⊗̂G′X2.

Notice that the issue here is about the action on the tensor product; thus we only have to

show that γi ·ui −→ γ ·u. Fix ε> 0 and choose v =∑n
j=1[v j

1]⊗̂[v j
2] ∈ (X1⊗̂G′X2)[(z1,z2)] such

that ‖u − v‖ < ε
5 . For each j , we can find elements ([v j

1,i ], [v j
2,i ]) ∈ X̃1 ∗G′ X̃2 such that

(([v j
1,i ], [v j

2,i ])) −→ ([v j
1], [v j

2]) in X̃1 ∗G′ X̃2. Using the continuity of the map (5.23) that

wi :=∑n
j=1[v j

1,i ]⊗̂[v j
2,i ]−→ v ; thus eventually ‖wi − v‖ < ε

5 . Therefore,

γi ·wi =
∑

j
[γi · v j

1,i ]⊗̂[v j
2,i ]−→∑

j
[γ · v j

1]⊗̂[v j
2]= γ · v,

and then one has ‖γi .wi −γ · v‖ < ε
5 . Therefore we eventually have

‖γi ·ui −γ ·u‖ ≤ ‖γi ·ui −γi ·wi‖+‖γi ·wi −γ · v‖+‖γ · v −γ ·u‖
≤ ‖ui −wi‖+‖γi ·wi −γ · v‖+‖v −u‖
≤ ‖ui −u‖+2‖u− v‖+‖v −wi‖+‖γi ·wi −γ · v‖
< ε.

Moreover, it is not hard to check that for (γ, [(z1, z2)]) ∈ Γ∗ (Z1×G′ Z2) and ([(z1, z2)], g ) ∈
(Z1×G′ Z2)∗G, from the obvious maps

Fγ× (X1⊗̂G′X2)[(z1,z2)] −→ (X1⊗̂X2)[(γ·z1,z2)], (5.26)

(X1⊗̂G′X2)[(z1,z2)]×Eg −→ (X1⊗̂G′X2)[(z1,z2.g )], (5.27)

given respectively for elementary tensors by

( f , [u1]⊗̂[u2]) 	−→ [ f ·u1]⊗̂[u2] and



126 5. EQUIVALENCE THEOREM FOR REAL GRADED FELL SYSTEMS

([u1]⊗̂[u2],e) 	−→ [u1]⊗̂[u2.e],

we obtain two Fell pairs ((F ,ς), (X1⊗̂G′X2,κ1⊗̂κ2)) and ((X1⊗̂G′X2,κ1⊗̂κ2), (E ,σ)) over

(Z1×G′ Z2,τ1×τ2) which are equivariant in the sense of Definition 5.3.10 (one shows, for

instance, these maps are continuous by using Definition 5.3.1 (iii)). Now the rest of the

proof is routine; we may however note that the inner products are obtained from the maps

(X1⊗̂G′X2)[(z1,z2)]× (X 1⊗̂G′X 2)[(�(z ′1),�z ′2)] −→F
Γ<z1,z ′1>, and

(X 1⊗̂G′X 2)[(�(z1),�z2)]× (X1⊗̂G′X2)[(z ′1,z ′2)] −→ E<z2,z ′2>G
.

5.4 The Linking Fell bundle

We begin this section by making slight adjustments of some settings in [69, chapter 6] and

[64, §.2] which are useful for our work.

Definition 5.4.1 (The linking Real groupoid). Suppose (Z ,τ) : (Γ,�)−→ (G,ρ) is an isomor-

phism in RG. Let M be the locally compact Hausdorff space

M := Γ�Z �Z−1�G,

and let M(0) := Γ(0)�G(0). Define the source and range maps of M as

sM :M−→M(0),

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Γ 
 γ 	−→ sΓ(γ) ∈ Γ(0)

Z 
 z 	−→ s(z) ∈G(0)

Z−1 
 �(z) 	−→ s�(�(z))= r(z) ∈ Γ(0)

G 
 g 	−→ sG(g ) ∈G(0)

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ ,

and

rM :M−→M(0),

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Γ 
 γ 	−→ rΓ(γ) ∈ Γ(0)

Z 
 z 	−→ r(z) ∈ Γ(0)

Z−1 
 �(z) 	−→ r�(�(z))= s(z) ∈G(0)

G 
 g 	−→ rG(g ) ∈G(0)

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ .

Then define the product in M as

M(2) −→M,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(γ1,γ2) ∈ Γ(2) : γ1γ2 ∈ Γ
(γ, z) ∈ Γ∗Z : γ.z ∈ Z

(z,�(z ′)) ∈ Z ×G(0) Z−1 : z.�(z ′) := Γ〈z, z ′〉 ∈ Γ
(z, g ) ∈ Z ∗G : z.g ∈ Z

(�(z), z ′) ∈ Z−1×Γ(0) Z : �(z).z ′ := 〈z, z ′〉G ∈G
(�(z),γ) ∈ Z−1∗Γ : �(z).γ := �(γ−1.z) ∈ Z−1

(g ,�(z)) ∈G∗Z−1 : g .�(z) := �(zg−1) ∈ Z−1

(g1, g2) ∈G(2) : g1g2 ∈G

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

.
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Notice that with these definitions,

M(2) = Γ(2)�Γ∗Z �Z ×G(0) Z−1�Z ∗G�Z−1∗Γ�Z−1×Γ(0) Z �G∗Z−1�G(2).

Proposition 5.4.2. (Compare [69, Proposition 6.2.2]). M is a locally compact Hausdorff

groupoid with open source and range maps. The inversion in M is the map

M−→M,

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Γ 
 γ 	−→ γ−1 ∈ Γ
Z 
 z 	−→ �(z) ∈ Z−1

Z−1 
 �(z) 	−→ z ∈ Z

G 
 g 	−→ g−1 ∈G

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ .

Moreover, M admits a Real structure ρM given by

ρM :M−→M,

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Γ 
 γ 	−→ �(γ) ∈ Γ
Z 
 z 	−→ τ(z) ∈ Z

Z−1 
 �(z) 	−→ �(τ(z)) ∈ Z−1

G 
 g 	−→ ρ(g ) ∈G

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ .

Now, suppose that (Z ,τ) : (Γ,�) −→ (G,ρ) is an isomorphism. Then, from a Real Haar

system μG on (G,ρ) and a Real Haar system μΓ on (Γ,�), we want to construct a Real Haar

system μM on the linking Real groupoid (M,ρM).

Definition 5.4.3. (cf. [77, p.69] or [69, B.2.1]). Suppose that (Z ,τ) and (X ,ρ) are locally

compact Hausdorff Real spaces, and that π : (Z ,τ)−→ (X ,ρ) is a continuous open Real map.

Recall that a π-system on Z is a family μZ = {μx
Z }x∈X of measures such that

(a) ∀x ∈ X , μx
Z is a measure on π−1(x),

(c) (continuity) for all φ ∈Cc (Z ),

μZ (φ) : X −→C, x 	−→
∫
π−1(x)

φ(z)dμx
Z (z),

is an element of Cc (X ).

Is is called if suppμx
Z =π−1(x) for all x ∈ X . Finally, we say that μZ is if the family

{μx
Z }x∈X is Real; that is, μρ(x)

Z ◦τ=μx
Z ,∀x ∈ X .

Lemma 5.4.4. Let (Z ,τ) : (Γ,�)−→ (G,ρ) be an isomorphism in RG. There exists a full Real

r-system μZ = {μy
Z }y∈Γ(0) of Radon measures on (Z ,τ) determined by

μ
y
Z (φ) :=

∫
Gs(z)

φ(z · g )dμs(z)
G

(g ), (5.28)
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for all y ∈ Γ(0) and φ ∈ Cc (Z ), where z is some arbitrary element of the fibre Zy = r−1(y).

Furthermore, μZ is a left Real Haar system on (Z ,τ) for the left Real action of (Γ,�); that is,

for all γ ∈ Γ and φ ∈Cc (Z ), we have∫
Zr (γ)

φ(z)dμ
r (γ)
Z (z)=

∫
Zs(γ)

φ(γ.z)dμ
s(γ)
Z (z). (5.29)

Proof. We refer to [69, Definition and Proposition 6.4.4].

Remark 5.4.5. Similarly, considering the inverse (Z−1,τ�) : (G,ρ) −→ (Γ,�), the Real Haar

system μΓ induces a left Real Haar system μZ−1 = {μx
Z−1 }x∈G(0) on (Z−1,τ�) for left Real action

of (G,ρ). Notice that that we have suppμx
Z−1 = (r�)−1(x)= Z−1

x , and that for φ ∈Cc (Z−1) and

�(z) ∈ Z−1
x , we have

μx
Z−1 (φ) :=

∫
Γs

�(�(z))=Γr(z)
φ(�(γ−1z))dμr(z)

Γ (γ). (5.30)

Proposition 5.4.6. (cf. [69, Proposition 6.4.5], or [83, Lemma 4]). Let (Z ,τ) : (Γ,�) −→
(G,ρ) be as previously. There is a left Real Haar system μM = {μω

M
}ω∈M(0) on the linking Real

groupoid (M,ρM) determined by

μω
M(F ) :=

{
μω
Γ (F|Γ)+μω

Z (F|Z ), if ω ∈ Γ(0), and

μω
Z−1 (F|Z−1 )+μω

G
(F|G), if ω ∈G(0),

(5.31)

for all ω ∈M(0) and F ∈Cc (M).

Definition and Proposition 5.4.7 (The linking Rg Fell bundle). Let (Z ,τ) : (Γ,�) −→ (G,ρ)

be an isomorphism in RG, and let ((Γ,�), (F ,ς)) and ((G,ρ), (E ,σ)) be two equivalent Rg

Fell systems with equivalence ((Z ,τ), (X ,κ)). Then we define a Rg Banach bundle (L ,σL )

over the linking Real groupoid (M,ρM), where L is the topological space

L :=F �X �X �E ,

together with the obvious Real structure σL : L −→L and the obvious grading; the pro-

jection is given by

pL : L −→M,

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
F 
 f 	−→ pF ( f ) ∈ Γ
X 
 u 	−→π(u) ∈ Z

X 
 �(v) 	−→ �(π(v)) ∈ Z−1

E 
 e 	−→ pE (e) ∈G

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ . (5.32)
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Moreover, pL : (L ,σL ) −→ (M,ρM) is a Rg Fell bundle with respect to the multiplication

L [2] −→m∗L and involution (∗) : L −→L respectively given by⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Fγ1 ×Fγ2 
 ( f1, f2) 	−→ f1 f2 ∈Fγ1γ2 , for (γ1, g2) ∈ Γ(2)

Fγ×Xz 
 ( f ,u) 	−→ f ·u ∈Xγ·z , for (γ, z) ∈ Γ∗Z

Xz1 ×X �(z2) 
 (u,�(v)) 	−→ F〈u, v〉 ∈FΓ<z1,z2>, for (z1,�(z2)) ∈ Z ×X Z−1

Xz ×Eg 
 (u,e) 	−→ u ·e ∈Xzg , for (z, g ) ∈ Z ∗G
X �(z)×Fγ 
 (�(u), f ) 	−→ �( f ∗.u) ∈X �(γ−1z), for (�(z),γ)×Z−1∗Γ
X �(z1)×Xz2 
 (�(u), v) 	−→ 〈u, v〉E ∈ E<z1,z2>G

, for (�(z1), z2) ∈ Z−1×Y Z

Eg ×X �(z) 
 (e,�(u)) 	−→ �(u ·e∗) ∈X �(zg−1), for (g ,�(z)) ∈G∗Z−1

Eg ×Eh 
 (e1,e2) 	−→ e1e2 ∈Eg h , for (g ,h) ∈G(2)

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(5.33)

and

(∗) : L →L ,

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Fγ 
 f 	−→ f ∗ ∈Fγ−1 , for γ ∈ Γ
Xz 
 u 	−→ �(u) ∈X �(z), for z ∈ Z

X �(z) 
 �(v) 	−→ v ∈Xz , for �(z) ∈ Z−1

Eg 
 e 	−→ e∗ ∈ Eg−1 , for g ∈G

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ . (5.34)

Proof. It is clear that pL : (L ,σL ) −→ (M,ρM) is a graded Real Banach bundle. Next,

observe that all of the conditions of Definition 5.1.1 are verified by the operations (5.33)

and (5.34) by merely applying Definition 5.3.10 to the equivalences (Z ,X ) and (Z−1,X ).

At this point, we do integration on (M,ρM) with values on the linking Fell bundle L

with respect to the Real Haar system μM. We then can form the convolution Rg ∗-algebra

(Cc (M;L ),σL ). However, this ∗-algebra decomposes into direct sums of convolution ∗-

algebras as we see with the following simple lemma.

Lemma 5.4.8. As graded Real ∗-algebras, we have

Cc (M;L )∼=Cc (Γ;F )⊕Cc (Z ;X )⊕Cc (Z−1;X )⊕Cc (G;E ).

Therefore, an element ξ ∈Cc (M;L ) can be viewed as a matrix

ξ=
(
ξ11 ξ12

ξ21 ξ22

)
,

where ξ11 := ξ|Γ ∈Cc (Γ;F ),ξ12 := ξ|Z ∈Cc (Z ;X ),ξ21 := ξ|Z−1 ∈Cc (Z−1;X ), and ξ22 := ξ|G ∈
Cc (G;E ).
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Remark 5.4.9. Note that if ξ ∈Cc (M;L ), then for all z ∈ Z , one has

ξ∗(z)= ξ(�(z))∗ = �(ξ(�(z)))= �(ξ21(�(z))).

Thus, ξ∗21 := (ξ12)∗ = �◦ξ21◦�. In the same way, we show that ξ∗12 := (ξ21)∗ = �◦ξ12◦�. It turns

out that the involution in (Cc (M;L),σL) is given by

ξ∗ =
(
ξ∗11 ξ∗21

ξ∗12 ξ∗22

)
=
(
ξ∗11 �◦ξ21 ◦ �
�◦ξ12 ◦ � ξ∗22

)
,

where ξ∗11 and ξ∗22 are the images of ξ11 and ξ22 under the standard involutions in Cc (Γ;F )

and Cc (G;E ).

Before closing this section, we are giving a construction inspired by that of [64, p.11].

Proposition 5.4.10. Let (Z ,τ) : (Γ,�) −→ (G,ρ) be as above. Then (Cc (Z ;X ),κ) admits a

structure of a Rg Cc (Γ;F )-Cc (G;E )-bimodule under the operations defined as follows: for

ξ ∈Cc (Γ;F ),η ∈Cc (G;E ), φ,ψ ∈Cc (Z ;X ), γ ∈ Γ, g ∈G, and z ∈ Z ,

(ξ ·φ)(z) :=
∫
Γr(z)

ξ(γ)φ(γ−1.z)dμr(z)
Γ (γ), and (5.35)

(φ ·η)(z) :=
∫
Gs(z)

φ(z · g )η(g−1)dμs(z)
G

(g ) . (5.36)

Moreover, the operations

Cc (Γ;F )〈φ,ψ〉(γ) :=
∫
Gs(z)

F
〈
φ(z · g ),ψ(γ−1 · z · g )

〉
dμs(z)

G
(g ), where r(z)= r (γ), (5.37)

and

〈φ,ψ〉Cc (G;E )(g ) :=
∫
Γr(z)

〈
φ(γ−1 · z),ψ(γ−1 · z · g )

〉
E dμr(z)

Γ (γ), where s(z)= r (g ), (5.38)

define respectively a Rg Cc (Γ;F )-valued pre-inner product and a Rg Cc (G;E )-valued

pre-inner product over (Cc (Z ;X ),κ) with dense ranges. Furthermore, these pre-inner prod-

ucts are compatible with the the module structures (5.35) and (5.36) in the sense that

Cc (Γ;F )〈φ,ψ〉 ·ψ1 =φ · 〈ψ,ψ1〉Cc (G;E ),∀φ,ψ,ψ1 ∈Cc (Z ;X ). (5.39)

Remark 5.4.11. We shall note that the sense of "pre-inner product" used here is that of [75,

p.15]; that is, the pairings Cc (Γ;F )〈·, ·〉 and 〈·, ·〉Cc (G;E ) are required to verify Cc (Γ;F )〈φ,φ〉 and

〈φ,φ〉Cc (G;E ) are positive in C∗(Γ;F ) and in C∗(G;E ), respectively.

Notations 5.4.12.

1. For the sake of simplicity, we write
	
〈· , ·〉 for Cc (Γ;F )〈·, ·〉 and 〈· , ·〉

	
for 〈·, ·〉Cc (G;E ).
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2. As in [83], if ξ ∈ Cc (G;E ),η ∈ Cc (Γ;F ), and φ,ψ ∈ Cc (Z−1;X), we write ξ :φ and φ :η

for the left and right actions ofCc (G;E ) andCc (Γ;F ) onCc (Z−1;X ), respectively, and

we write
	
〈〈φ , ψ〉〉 for Cc (G;E )〈φ,ψ〉 and 〈〈φ , ψ〉〉

	
for 〈φ,ψ〉Cc (Γ;F ).

In the proof of Proposition 5.4.10, we will use the two following straightforward lem-

mas.

Lemma 5.4.13. Suppose that φ,ψ ∈Cc (Z ;X ). Then

F : Z ×G(0) Z−1 
 (z, z ′) 	−→
∫
Gs(z)

F
〈
φ(zg ),ψ(z ′g )

〉
dμs(z)

G
(g ) ∈Cc

(
Z ×G(0) Z−1;FΓ<

)
.

Lemma 5.4.14. Suppose we are given the above settings. Let ξ ∈Cc (Γ;F ), φ,ψ ∈Cc (Z ;X ),

and η ∈Cc (G;E ). Then �◦φ◦�, �◦ψ◦� ∈Cc (Z−1;X ). Moreover, under the Notations 5.4.12,

we have

η : (�◦φ◦ �)= (φ ·η∗)∗
	
〈〈�◦φ◦ � , �◦ψ◦ �〉〉 = 〈φ , ψ〉

	
; (5.40)

(�◦φ◦ �) :ξ= (ξ∗ ·φ)∗ 〈〈�◦φ◦ � , �◦ψ◦ �〉〉
	
=

	
〈φ , ψ〉. (5.41)

Proof of Proposition 5.4.10. First, notice that (ξ·φ)(z) ∈Xz since for eachγ ∈ Γr(z), ξ(γ)φ(γ−1·
z) ∈Xγγ−1·z =Xz . Thus the formula (5.35) defines a section of X . Also, (φ ·η)(z) ∈Xz for

all z ∈ Z and then (5.36) defines a section of X as well. Since (ξ ·φ)(z) is nonzero only if

there exists γ ∈ Γr(z) such that ξ(γ) and φ(γ−1 · z) are nonzero, we see that

supp(ξ ·φ)⊂ (suppξ) · (suppφ) := {γz | (γ, z) ∈ (suppξ)∗ (suppφ)
}

;

hence ξ ·φ has compact support in Z . Similarly, we show that φ ·η has compact support.

The continuity of ξ ·φ and φ ·η comes from the fact that μΓ and μG are Haar measures. We

then have shown that ξ ·φ, φ ·η ∈Cc (Z ;X ). To see that the operation (5.35) is continuous,

assume that ξi −→ ξ with respect to the inductive limit topology in Cc (Γ;F ) and φi −→ φ

with respect to the inductive limit topology in Cc (Z ;X ). So, for all z ∈ Z and γ ∈ Γr(z),

ξi (γ)φi (γ−1z) −→ ξ(γ)φ(γ−1z) since the multiplication Fγ×Xγ−1z −→Xz is continuous.

Hence, since μΓ is a Haar system, ξi ·φi −→ ξ ·φ. With a similar reasonning one verifies

that (5.36) is continuous. The compatibility of these operations with the gradings and the

Real structures is however straightforward.

Let us now check that (5.37) and (5.38) defines elements in Cc (Γ;F ) and Cc (G;E ), re-

spectively. Since right Rg pair over (Z ,τ) induces a left Rg pair over the inverse (Z−1,τ�), it

will be enough to verify the assertion for, say, (5.37). The formula does not depend on the

choice of z; indeed, if r(z ′)= r(z)= r (γ), then z ′ = z · 〈z, z ′〉G. Hence,

	
〈φ , ψ〉(z ′)=

∫
Gs(z′) F

〈
φ(z ′g ),ψ(γ−1z ′ · g )

〉
dμs(z ′)

G
(g )
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=
∫
G

s(<z,z′>G) F
〈
φ(z· < z, z ′ >G ·g ),ψ(γ−1 · z· < z, z ′ >G ·g )

〉
dμ

s(<z,z ′>G)
G

(g )

=
∫
Gs(z)

F
〈
φ(zg ),ψ(γ−1zg )

〉
dμs(z)

G
(g ),

where the last equality is obtained from the left invariance of μG and by observing that

r (< z, z ′ >G)= s(z).

Suppose that γ ∈ supp(
	
〈φ , ψ〉). Then for any fixed z ∈ Z with r(z) = r (γ), there exists

g ∈Gs(z) such that F 〈φ(γ−1zg ),ψ(zg )〉 �= 0. It follows that γ−1zg ∈ suppφ and zg ∈ suppψ;

thus γ = Γ〈γ−1zg , zg 〉 belongs to the image of (suppφ)×X (�(suppψ)) via the continuous

map Γ〈·, ·〉 : Z ×X Z−1 −→ Γ. So

supp(
	
〈φ , ψ〉)⊂ Γ〈·, ·〉

(
(suppφ)×X (�(suppψ))

)
is compact. Now we may use the same methods as in [64, p.11] to check the continuity

of
	
〈φ , ψ〉: if γλ −→ γ in Γ and r(z) = r (γ), then since r and r are open maps, we can find

(zλ)λ in Z with zλ −→ z (passing to a subnet if necessary) so that r(zλ) = r (γλ). Thus by

observing that
	
〈φ , ψ〉(γλ)= F (zλ,γ−1

λ
zλ), we get∫

Gs(zλ)
F
〈
φ(zλg ),ψ(γ−1

λ zλg )
〉

dμ
s(zλ)
G

(g )−→
∫
Gs(z)

F
〈
φ(γ−1zg ),ψ(zg )

〉
dμs(z)

G
(g ).

It now remains to verify the algebraic properties of the bimodule structure and the

pre-inner products on (Cc (Z ;X ),κ). Let

ξ ∈Cc (Γ;F ),ξ1 ∈Cc (Γ;F ), η ∈Cc (G;E ), η1 ∈Cc (G;E ), and φ,ψ,ψ1 ∈Cc (Z ;X ).

Then,

• ∀γ ∈ Γ, (ξ∗
	
〈φ , ψ〉)(γ)=

∫
Γr (γ)

ξ(h)
	
〈φ , ψ〉(h−1γ)dμ

r (γ)
Γ (h)

=
∫
Γr (γ)

ξ(h)
∫
Gs(zh )

F 〈φ(zh · g ),ψ(γ−1h · zh · g )〉dμ
s(zh )
G

(g )dμ
r (γ)
Γ (h),

where for each h ∈ Γr (γ), zh ∈ Z with r(zh)= s(h),

=
∫
Γr (γ)

ξ(h)
∫
Gs(z)

F 〈φ(h−1zg ),ψ(γ−1zg )〉dμs(z)
G

(g )dμ
r (γ)
Γ (h),

where r(z)= r(hzh)= r (γ),∀h ∈ Γr (γ),and then s(z)= s(zh),

=
∫
Gs(z)

F 〈(ξ ·φ)(zg )ψ(γ−1zg )〉dμs(z)
G

=
	
〈ξ ·φ , ψ〉(γ); (5.42)

• ∀z ∈ Z , ((ξ∗ξ1) ·φ)(z)=
∫
Γr(z)

∫
Γr (γ)

ξ(h)ξ1(h−1γ)dμ
r (γ)
Γ (h)φ(γ−1z)dμr(z)

Γ

=
∫
Γr(z)

ξ(γ)
∫
Γγ

ξ1(γ−1h)φ(h−1z)dμ
r (γ)
Γ (h)dμr(z)

Γ (γ)
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=
∫
Γr(z)

ξ(γ)
∫
Γs(γ)

ξ1(h)φ(h−1γ−1z)dμ
s(γ)
Γ (h)dμr(z)

Γ (γ)

=
∫
Γr(z)

ξ(γ)(ξ1 ·φ)(γ−1z)dμr(z)
Γ (γ)

= (ξ · (ξ1 ·φ))(z). (5.43)

Similarly, it is easy to check that (〈φ , ψ〉
	
∗ η)(g ) = 〈φ , ψ · η〉

	
(g ) for all g ∈ G, and that

(φ · (η∗η1))(z) = ((φ ·η) ·η1)(z) for all z ∈ Z . Also, by routine computations, one verifies

easily that
	
〈φ , ψ〉∗ =

	
〈ψ , φ〉, and 〈φ , ψ〉∗

	
= 〈ψ , φ〉

	
. Furthermore, for all z ∈ Z , we have

• (φ · 〈ψ , ψ1〉	)(z)=
∫
Gs(z)

φ(zg )〈ψ , ψ1〉	(g−1)dμs(z)
G

(g )

=
∫
Gs(z)

φ(zg )
∫
Γr(z′)

〈ψ(γ−1z ′),ψ1(γ−1z ′g−1)〉E dμr(z ′)
Γ (γ)dμs(z)

G
(g ),

where z ′ is arbitrary such that s(z ′)= s(g ),

=
∫
Gs(z)

φ(zg )
∫
Γr(z)

〈ψ(γ−1zg ),ψ1(γ−1z)〉E dμr(z)
Γ (γ)dμs(z)

G
(g )

where we have taken in particular z ′ = zg ,

=
∫
Gs(z)

∫
Γr(z)

F 〈φ(zg ),ψ(γ−1zg )〉 ·ψ1(γ−1z)dμr(z)
Γ (γ)dμs(z)

G
(g )

= (
	
〈φ , ψ〉 ·ψ1)(z). (5.44)

The rest of the proof depends on the existence of approximates identities for the two ac-

tions; so we will complete it in the last part of the next section.

It can be useful to express the convolution in Cc (M;L ) in terms of matrices. Specifi-

cally, if ξ,η ∈Cc (M;L ), then we want to describe the entries of the matrix

ξ∗η=

⎛⎜⎝ (ξ∗η)11 (ξ∗η)12

(ξ∗η)21 (ξ∗η)22

⎞⎟⎠ ∈
⎛⎜⎝ Cc (Γ;F ) Cc (Z ;X )

Cc (Z−1;X ) Cc (G;E )

⎞⎟⎠ .

First, notice that for y ∈ Y and x ∈ X , we have

My = Γy �Zy , My = Γy �Z−1
y , Mx = Z−1

x �Gx , and Mx = Zx �Gx . (5.45)

Thus,

• for all γ ∈ Γ,

(ξ∗η)(γ)=
∫
Γr (γ)

ξ11(h)η11(h−1γ)dμ
r (γ)
Γ (h)+

∫
Zr (γ)

F〈η12(z),�(η21(�(z).γ))〉dμ
r (γ)
Z (z)

= (ξ11∗η11)(γ)+
∫
Gs(z)

F〈ξ12(zg ),�(η21(�(γ−1zg )))〉dμs(z)
G

(g )

= (ξ11∗η11)(γ)+
	
〈ξ12 , η∗21〉(γ);
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• for all z ∈ Z ,

(ξ∗η)(z)=
∫
Γr(z)

ξ11(h)η12(h−1z)dμr(z)
Γ (h)+

∫
Zr(z)

ξ12(z ′)η22(< z, z ′ >−1
G )dμr(z)

Z (z ′)

= (ξ11 ·η12)(z)+
∫
Gs(z)

ξ12(zg )η22(g−1)dμs(z)
G

(g )

= (ξ11 ·η12)(z)+ (ξ12 ·η22)(z);

• for all �(z) ∈ Z−1,

(ξ∗η)(�(z))=
∫

Z−1
r�(�(z))

ξ21(�(z ′))η11(< �(z),�(z ′)>−1
Γ )dμr�(�(z))

Z−1 (�(z ′))

+
∫
Gr

�(�(z))
ξ22(g )η21(g−1.�(z))dμr�(�(z))

G
(g )

=
∫
Γs

�(�(z))
ξ21(�(z) ·γ)η11(γ−1)dμs�(�(z))

Γ (γ)+ (ξ22 :η21)(�(z))

= (ξ21 :η11)(�(z))+ (ξ22 :η21)(�(z))

= (η∗11 ·ξ∗21)∗(�(z))+ (η∗21 ·ξ∗22)∗(�(z));

• for all g ∈G,

(ξ∗η)(g )=
∫

Z−1
r (g )

〈�(ξ21(�(z))),η12(�(z)−1 · g )〉Edμ
r (g )
Z−1 (�(z))

+
∫
Gr (g )

ξ22(h)η22(h−1g )dμ
r (g )
G

(h)

=
∫
Γr(z)

〈ξ∗21(γ−1z),η12(γ−1zg )〉Edμr(z)
Γ (γ)+ (ξ22∗η22)(g )

= 〈ξ∗21 , η12〉	(g )+ (ξ22∗η22)(g ).

We then have the following

Corollary 5.4.15. The convolution in Cc (M;L ) is given by⎛⎜⎝ ξ11 ξ12

ξ21 ξ22

⎞⎟⎠∗
⎛⎜⎝ η11 η12

η21 η22

⎞⎟⎠=
⎛⎜⎝ ξ11∗η11+	

〈ξ12 , η∗21〉 ξ11 ·η12+ξ12 ·η22

(η∗11 ·ξ∗21)∗+ (η∗21 ·ξ∗22)∗ 〈ξ∗21 , η12〉	+ξ22∗η22

⎞⎟⎠ . (5.46)

5.5 Existence of approximate identities

We start this section with some more preliminaries on Rg C∗-algebras.



5.5. Existence of approximate identities 135

Definition 5.5.1. Let (A,σ) be a Rg C∗-algebra. An approximate identity {ai }i∈I for A is said

to be Real if there is a Real structure (−) : I −→ I on the directed set I such that aī =σ(ai ) for

all i ∈ I .

Lemma 5.5.2. Any Rg C∗-algebra (A,σ) admits a Real approximate identity.

Proof. Take an approximate identity {ai ′}i ′∈I ′ , and define I := I ′ × {0,1}, then set (i ′,0) :=
(i ′,1), (i ′,1) := (i ′,0), a(i ′,0) := ai ′ , and a(i ′,1) :=σ(ai ′).

The following is an obvious modification of [83, Lemma 6.3]; we then omit the proof.

Lemma 5.5.3. Let (A,σ) be a Rg C∗-algebra. Suppose that (X,κ) is a Rg Hilbert A-module.

Then, sums of the form
n∑

i=1
A〈xi , xi 〉

are dense in (A0+,σ); where A0+ is the sub-C∗-algebra of A consisting of the positive elements

which are homogeneous of degree 0.

Corollary 5.5.4. (Cf. [83, Corollary 6.5]) Set (B ,ς) := (C0(Y ;F ),ς), (A,σ) := (C0(X ;E),σ).

Suppose that b ∈B 0+, that ε> 0, and that K ⊂⊂ Z . Then, there are φ1, ...,φn ∈Cc (Z ;X ) such

that

‖b(r(z))−
n∑

i=1
F 〈φi (z),φi (z)〉‖ < ε, ∀z ∈K . (5.47)

Similar statement holds for A0+.

Proof. Notice that since Xz×X�(z) −→Fr(z) is full, we can view Xz as a full graded Hilbert

Fr(z)-module. It then follows from Lemma 5.5.3 that for all z ∈ Z , there are ψz
1, ...,ψz

nz
∈

Cc (Z ;X) such that for all z ∈ Z ,

‖b(r(z))−
nz∑

i=1
F〈ψz

i (z),ψz
i (z)〉‖ < ε. (5.48)

But since the map ‖ · ‖ : F −→ R+ is continuous, we can find an open neighborhood Vz of

z such that (5.48) holds for all z ∈ Vz . Thus, there exists a finite open cover {Vj }m
j=1 of the

compact subset K , and sections ψ j
1, ...,ψ j

n j
for each j = 1, ...,m, such that ∀ j ,

‖b(r(z))−
n j∑

i=1
F 〈ψ j

i (z),ψ j
i (z)〉‖ < ε, ∀z ∈Vj . (5.49)

Now take a partition of unity {ϕ j }m
j=1 subordinate to the cover {Vj }m

j=1 with

ϕ j ∈Cc (Z )+, suppϕ j ⊂Vj ∀ j ,
m∑

j=1
ϕ j (z)= 1, ∀z ∈K , and 0≤

m∑
j=1

ϕ j (z)≤ 1,∀z ∈ (Z −K ).
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Then ( 5.49) gives

‖b(r(z))−
m∑

j=1
ϕ j (z)F 〈ψ j

i (z),ψ j
i (z)〉‖ = ‖b(r(z))−

n∑
i=1

F 〈ψi (z),ψi (z)〉‖ < ε, ∀z ∈K ,

where ψi (z) :=∑m
j=1

√
ϕ j (z)ψ j

i (z) for all z ∈K , and n :=∑m
j=1 n j .

The next lemma is an obvious modification of [83, Lemma 6.1]; then we omit the proof.

Lemma 5.5.5. The graded Real C∗-algebra (B ,ς) acts on (Cc (Z ;X ),κ) in the natural way:

(b ·φ)(z) := b(r(z)).φ(z) ∈Xz , ∀b ∈B ,φ ∈Cc (Z ;X ), z ∈ Z .

If {bi }i∈I is a Real approximate identity for (B ,ς), then for all φ ∈ Cc (Z ;X ), bi .φ −→ φ in

the inductive limit topology.

Definition 5.5.6. A subset U ⊂ G is called conditionally compact (or r-relatively compact

as in [77, p.56]) if U ∩GK is relatively compact in G for every compact K ⊂⊂ X .

Thanks to the proof of [77, Theorem 2.1.9], since X is paracompact, it has a fundamen-

tal system of conditionally compact neighborhoods in G. Observe that since, as a subset

of G, X is invariant under ρ, then if U is a conditionally compact neighborhood of X , ρ(U )

is a conditionally compact neighborhood of X as well.

The next result is a generalisation of [66, Proposition 6.10] and [65, Proposition 6.8] (of

course, once we forget the Real structures).

Proposition 5.5.7. Assume one is given the aforementioned settings. Then, there is a net

{ fλ}λ∈Λ in Cc (Γ;F )0 of elements of the form

fλ =
nλ∑

i=1
	
〈φλ

i , φλ
i 〉,

with each φλ
i ∈Cc (Z ;X ), which is a Real approximate identity with respect to the inductive

limit topology for both the left Real action of (Cc (Γ;F ),ς) on itself and on (Cc (Z ;X ),κ).

Similar statement holds for (G,E ).

Proof. In view of Example 5.3.14, it suffices to treat just the case of the Rg action of (Cc (Γ;F ))

on Cc (Z ;X ). To do so, we we may use the same method as [66, Proposition 6.10]. How-

ever, some minor adaptations have to be done for our needs. A first step of the proof

consists of providing for any given pair (i ,F ), where i ∈ I with {bi }i∈I a Real approximate

identity for the Rg C∗-algebra (B ,ς), and F ⊂ Cc (Z ;X ) is a finite subset, a net { f(i ,F,U ,ε)}⊂
Cc (Γ;F ), such that as U increases along the directed family of conditionally compact

neighborhood of Y in Γ contained in a fixed conditionally compact neighborhood U0

of Y in Γ, and as ε > 0 increases, f(i ,F,U ,ε) ·φ −→ bi ·φ in the inductive limit topology for
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each φ ∈ F . To come to this end, one should use Corollary 5.5.4 and Lemma 5.5.5. Next,

consider the family Λ consisting of 4-tuples (i ,F,U ,ε) (as above) directed by increasing

i and F and decreasing F and ε. This family is endowed by the Real structure given by

λ̄= (i ,F,U ,ε) := (ī ,κ(F ),�(U ),ε), where

κ(F ) := {κ(φ) : Z 
 z 	−→ κz(φ(τ(z))) ∈Xτ(z) |φ ∈ F
}

.

This Real structure on Λ is well defined, thanks to the discussion preceding the proposi-

tion. Then we put fλ̄ := ς◦ fλ for allλ ∈Λ. The second step is to check that forφ ∈Cc (Z ;X ),

fλ·ψ−→ψ inCc (Z ;X ) for the inductive limit topology (see the last part of the proof of [66,

Proposition 6.10]).

An immediate consequence of Proposition 5.5.7, is Proposition 5.1.12:

Proof of Proposition 5.1.12. Given a graded Real Fell system (G,E ), we have already seen

that (G,E )si m(G,E )(G,E ), where the Morita equivalence (G,ρ) : (G,ρ) −→ (G,ρ) is canoni-

cally defined by the source and range map X G
r�� s �� X . Now from Proposition 5.5.7,

there is a Real approximate identity { fλ} for the left Real action of Cc (G;E ) on itself, with fλ
of the form

fλ =
nλ∑

i=1
E 〈φλ

i ,φλ
i 〉, where φλ

i ∈Cc (G;E ).

But, using the right Real action of Cc (G;E ) on itself and the fact that f ∗
λ
= fλ for all λ ∈Λ,

it follows from Lemma 5.4.14 that { fλ}λ∈Λ is also a Real approximate identity for the right

Real action of Γc (G;E ) on itself, and this completes the proof.

End of the proof of proposition 5.4.10. In the proof of the proposition, we have only left to

verify

(1) the positivity of the inner products, and

(2) the density of the range of the inner products.

By symmetry, it suffices to show for instance that
	
〈ψ , ψ〉 ≥ 0,∀ψ ∈ Cc (Z ;X ) to prove (1).

Let eλ =
∑nλ

i=1〈φλ
i 〉 ∈Cc (G;E ) be a Real approcimate identity for the right action of Cc (G;E )

on itself and on Cc (Z ;X ) as in Proposition 5.5.7. Then

	
〈ψ · fλ , ψ〉 −→

	
〈ψ , ψ〉

with respect to the inductive limit topology. But

	
〈ψ ·eλ , ψ〉 =∑

i
	
〈ψ · 〈φλ

i , φλ
i 〉 , ψ〉

	

=∑
i
	
〈
	
〈ψ , φλ

i 〉 ·φλ
i , ψ,〉
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=∑
i
	
〈φλ

i , ψ〉∗ ∗
	
〈φλ

i , ψ〉 ≥ 0 in C∗(Γ;F);

hence
	
〈ψ , ψ〉 ≥ 0 as the limit of a positive net in C∗(Γ;F ).

Let us check (2). Again by symmetry, it it suffices to check, for instance, that 〈· , ·〉
	

spans a

dense range in Cc (G;E ). If ξ ∈Cc (G;E ), then from Proposition 5.5.7, eλ∗ξ−→ ξ in Cc (G;E )

with respect to the inductive limit topology. But

eλ∗ξ=
nλ∑

i=1
〈φλ

i , φλ
i 〉	∗ξ=

nλ∑
i=1
〈φλ

i , φλ
i ·ξ〉	 ∈ 〈Cc (Z ;X ) ,Cc (Z ;X )〉

	
,

which completes the proof.

5.6 The Equivalence Theorem

We start this section by the following observations. Let ((G,ρ), (E ,σ)) be a Rg Fell sys-

tem and let A :=C0(X ;E ) be as usual. Suppose we are given a bounded continuous section

f ∈Cb(X ;E ). Then, for ξ ∈Cc (G;E ), we define the element L f ξ=: f ξ ∈Cc (G;E ) by setting:

L f ξ(g ) := f (r (g ))ξ(g ) ∈Eg , for all g ∈G. (5.50)

Also, we define the element ξ f ∈Cc (G;E ) by

G 
 g 	−→ ξ f (g ) := ξ(g ) f (s(g )) ∈ Eg . (5.51)

Notice that Cb(X ;E) is a C∗-algebra under pointwise operations and the sup-norm

(cf. [3, Lemma 3.2]). Furthermore, it admits the Z2-grading and the Real structure defined

by ε( f )(x) := ε( f (x)), and σ( f )(x) :=σ( f (ρ(x))).

Lemma 5.6.1. For all f ∈ Cb(X ;E ), we have L f ∈ L(L2(G;E )), where L f is the element de-

fined by (5.50). Moreover, the map L :Cb(X ;E ) 
 f 	−→ L f ∈LA(L2(G;E )) is a ∗-homomorphism

which is Real and graded.

Proof. L f is clearly continuous; also it is bounded since f is a bounded section (it is straight-

forward that ‖L f ‖op ≤ ‖ f ‖, where ‖ · ‖op is the operator norm in L(L2(G;E ))). If ξ,η ∈
Cc (G;E ) and x ∈ X , then

A〈L f ξ,η〉(x)=
∫
Gx

L f ξ(g−1)∗η(g−1)dμx
G(g )

=
∫
Gx

ξ∗(g ) f (r (g−1))∗η(g−1)dμx
G(g )

= A〈ξ,L f ∗η〉(x);

hence, L f is adjointable with adjoint L∗f := L f ∗ . Moreover, L f1 f2 (ξ)= L f1 (L f2 (ξ)),∀ξ ∈Cc (G;E );

thus L f1 f2 = L f1 L f2 ,∀ f1, f2 ∈ Cb(X ;E ). Finally, it is obvious that L is compatible with the

gradings and the Real structures of Cc (X ;E ) and L(L2(G;E )).
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Proposition 5.6.2. Every element ofCb(X ;E ) may be identified with an operator inL(L2(G;E))

centralizing C∗
r (G;E ); therefore, Cb(X ;E ) is a Rg sub-C∗-algebra of M(C∗

r (G;E )).

Proof. If πl (ξ) ∈C∗
r (G;E ) and f ∈Cb(X ;E ), we put

L f (πlξ) :=πl (L f ξ)=πl ( f ξ), and R f (πlξ) :=πl (ξ f ). (5.52)

We verify that with these formulas, we obtain a double centralizer (L f ,R f ) ∈M(C∗
r (G;E )).

To see that the assertion is true, observe that for ξ,η ∈Cc (G;E ) and g ∈G, one has

( f (ξ∗η))(g )= f (r (g ))
∫
Gr (g )

ξ(h)η(h−1g )dμ
r (g )
G

(h)

=
∫
Gr (g )

f (r (h))ξ(h)η(h−1g )dμ
r (g )
G

(h)

=
∫
Gr (g )

( f ξ)(h)η(h−1g )dμ
r (g )
G

(h)

= f ξ∗η;

and similarly one shows that (ξ∗η) f = ξ∗η f . Moreover, we have

(ξ f ∗η)(g )=
∫
Gr (g )

ξ(h) f (s(h))η(h−1g )dμ
r (g )
G

(h)

=
∫
Gr (g )

ξ(h) f (r (h−1g ))η(h−1g )dμ
r (g )
G

(h)

=
∫
Gr (g )

ξ(h)( f η)(h−1g )dμ
r (g )
G

(h)

= (ξ∗ f η)(g );

so that R f (πl (ξ))πl (η) = πl (ξ)L f (πl (η)), and by continuity, for every f ∈ Cb(X ;E ), the pair

(L f ,R f ) verifies R f (a)b = aL f (b) for all a,b ∈ C∗
r (G;E ); i.e. (L f ,R f ) ∈ M(C∗

r (G;E )). Now,

since the ∗-homomorphism Cb(X ;E ) 
 f 	−→ L f ∈L(L2(G;E )) is Real and graded, the map

Cb(X ;E ) 
 f 	−→ (L f ,R f ) ∈M(C∗
r (G;E )) is a Rg ∗-homomorphism.

Remark 5.6.3. In what follows, we identify the double centralizer (L f ,R f ), and hence the

element f ∈ Cb(X ;E ), with L f ∈ L(L2(G;E )), by considering L f as a multiplier of C∗
r (G;E )

under the formulas: L f πl (ξ) :=πl (L f ξ)=πl ( f ξ), and πl (ξ)L f :=R f (πl (ξ))=πl (ξ f ).

Definition 5.6.4. Consider the Real field of graded C∗-algebras

M(E ) := ∐
x∈X

M(Ex),

equipped with the grading inherited from that of E and the Real structure induced by that

of X and E , over (X ,ρ). Then, we denote by Cstr
b (X ; M(E )) the unital C∗-algebra consisting

of all the bounded strictly continuous sections of M(E ) over X (cf. [3, p.7]). Together with

the Real structure σ and the obvious grading, (Cstr
b (X ; M(E )),σ) is a graded Real unital C∗-

algebra (under pointwise operations and the sup-norm).
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Notice that the unit 1 ∈Cstr
b (X ; M(E )) is the section given by

1 : X 
 x 	−→ (IdEx , IdEx ) ∈M(Ex),

where IdEx : Ex −→ Ex is the identity map. From Proposition 5.6.2 we obtain the following

corollary.

Corollary 5.6.5. Let (G,E ) be a Rg Fell system. Then (Cstr
b (X ; M(E )),σ) is a Rg sub-C∗-

algebra of (M(C∗
r (G;E )),σ).

Proof. The map Cb(X ;E ) 
 f 	−→ L f ∈ M(C∗
r (G;E )) is non-degenerate; indeed, observe

that by considering the Rg left Fell pair ((E ,σ), (E ,σ)) over (G,ρ) determined by the full

maps Eg × Eh −→ Eg h , we see that for f ∈ Cb(X ;E ) ⊂ A and ξ ∈ Cc (G;E ), the element

L f ξ ∈ Cc (G;E ) is nothing but the action of A on Cc (G;E ) defined in Lemma 5.5.5. It fol-

lows that if {ai }i∈I is an approximate identity of Cb(X ;E ), then for all ξ ∈ Cc (G;E ) we

have Lai πl (ξ) = πl (ai · ξ) −→ πl (ξ) thanks to Lemma 5.5.5. Whence, L(Cb(X ;E ))C∗
r (G;E )

is dense in C∗
r (G;E ). Now, from [71, §.3.12.10 and §.3.12.12], the map L extends to a

unital strictly continuous ∗-homomorphism M(Cb(X ;E ))−→M(C∗
r (G;E )); this map, also

denoted by L, is clearly graded and Real. Furthermore, from [3, Lemma 3.1], we have

M(C0(X ;E ))=Cstr
b (X ; M(E )), which settles the result.

Proposition 5.6.6. Suppose that (Γ,F ) ∼(Z ,X ) (G,E ), and let (M,L ) be the linking Rg

Fell system as in the previous sections. Let χY and χX be the characteristic functions of Y

and X , respectively. Then we get two elements χY 1 and χX 1 of Cstr
b (M(0); M(L )), where

1 ∈Cstr
b (M(0); M(L )) defined by scalar multiplication.

Now define

pΓ := LχY 1, and pG := LχX 1 ∈M(C∗
r (M;L )).

Then pΓ and pG are complementary full projections 2 which are homogeneous of degree 0

in M(C∗
r (M;L )); moreover, they are invariant under the Real structure.

Proof. That χY 1, χX 1 ∈ Cstr
b (M(0); M(E )) is trivial. Also, it is easy to check that p2

Γ = p∗Γ =
pΓ, and that p2

G
= p∗

G
= pG, so that pΓ and pG are projections in M(C∗

r (M;L )). That pΓ and

pG are homogeneous of degree 0 and invariant under the Real structure is also straightfor-

ward. Let

ξ=

⎛⎜⎝ ξ11 ξ12

ξ21 ξ22

⎞⎟⎠ ∈Cc (M;L ).

2Recall from [17] that a projection p ∈M(A) is said to be full if p Ap is not contained in any proper closed

two-sided ideal of A; that is, span{Ap A} is dense in A (see for instance [18] or [75, p.50]). In this case, we

say that p Ap is a full corner of A. Two projections p, q ∈ M(A) are complementary if p + q = 1, in which

case p Aq is a p Ap-q Aq-imprimitivity bimodule; i.e. p Ap and q Aq are Morita equivalent. Conversely, two

C∗-algebras A and B are Morita equivalent if and only if there is a C∗-algebra C with complementary full

corners isomorphic to A and B , respectively (cf. [18, Theorem 1.1], [75, Theorem 3.19]).
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Then

(χY 1)ξ=
(
ξ11 ξ12

0 0

)
, and (χX 1)ξ=

(
0 0

ξ21 ξ22

)
.

Thus, (pΓ+pG)(πM
l (ξ))=πM

l (ξ), so that pΓ+pG = 1 in M(C∗
r (M;L )). Now, let ξ,η ∈Cc (M;L ).

Then

πM
l (ξ)pΓπ

M
l (η)=πM

l (ξ∗pΓη)=πM
l (ξpΓ∗η)

=πM
l

⎛⎜⎝ ξ11∗η11 ξ11 ·η12

ξ21 :η11 〈ξ∗21 , η12〉	

⎞⎟⎠ .

So to check that pΓ is full, we just have to show that

span

{
πM

l

(
ξ11∗η11 ξ11 ·η12

ξ21 :η11 〈ξ∗21 , η12〉	

)
| ξ11 ∈Cc (Γ;F ),ξ21 ∈Cc (Z−1;X),

η12 ∈Cc (Z ;X ),η11 ∈Cc (Γ;E )
}

(5.53)

is dense in C∗
r (M;L ). But this is not hard to see by using the previous results. Indeed,

the existence of Real approximate identities in Cc (Γ;F ) (cf. Proposition 5.5.7) for both

the left Real actions of Cc (Γ;F ) on itself and on Cc (Z ;X ) shows that elements of the

form ξ11 ∗η11, for ξ11,η11 ∈ Cc (Γ;F ) span a dense Rg subspace of Cc (Γ;F ) and that el-

ements of the form ξ11 ·η12, for η12 ∈ Cc (Z ;X ), span a dense Rg subspace of Cc (Z ;X ).

Also, that elements of the form ξ21 : η11, where ξ21 ∈ Cc (Z−1;X ),η11 ∈ Cc (Γ;F ), span a

dense Rg subspace of Cc (Z−1;X ) follows from the existence of a Real approximate iden-

tity in Cc (Γ;F) for the right Rg action of Cc (Γ;F ) on Cc (Z−1;X ). Finally, thanks to Propo-

sition 5.4.10, the image of 〈· , ·〉
	

is a dense Rg subspace of Cc (G;E ). Whence, we have

shown that C∗
r (M;L )pΓC∗

r (M;L ) is dense in C∗
r (M;L ). In a similar fashion, we get that

C∗
r (M;L )pGC∗

r (M;L ) is dense in C∗
r (M;L ), which completes the proof.

The main result of the chapter is the following theorem.

Theorem 5.6.7 (The Renault’s Equivalence). Let (Γ,�) and (G,ρ) be second countable lo-

cally compact Hausdorff Real groupoids. Suppose that

((Γ,�), (F ,ς))∼((Z ,τ),(X ,κ)) ((G,ρ), (E ,σ))

are equivalent Rg Fell systems. Then the isomorphisms of Rg convolution algebras

Cc (Γ;F ) 
 ξ11 	−→
(
ξ11 0

0 0

)
∈ pΓCc (M;L )pΓ, (5.54)

and

Cc (G;E ) 
 η22 	−→
(

0 0

0 η22

)
∈ pGCc (M;L )pG (5.55)
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extend to two isomorphisms of Rg C∗-algebras

C∗
r (Γ;F )−→ pΓC∗

r (M;L)pΓ, and C∗
r (G;E )−→ pGC∗

r (M;L )pG. (5.56)

In particular, (C∗
r (Γ;F ),ς) and (C∗

r (G;E ),σ) are Morita equivalent with Rg imprimitivity

bimodule (pΓC∗
r (M;L )pG,σL ) which is isometrically isomorphic to the completion (Xr ,κ)

of (Cc (Z ;X ),κ) in the norm

‖φ‖E := ‖〈φ , φ〉
	
‖1/2

C∗
r (G;E ), for φ ∈Cc (Z ;X ).

In order to proof Theorem 5.6.7, we need some more constructions.

Suppose (Γ,F ) ∼(Z ,X ) (G,E ). For x ∈ X , we also denote by X −→ Zx the pull-back

of X −→ Z along the inclusion Zx �→ Z . Then we define L2(Zx ;X ) as the completion of

Cc (Zx ;X ) with respect to the graded Ax-valued inner product 〈φ , ψ〉
	

(x) = ∫Γr(z)〈φ(γ−1 ·
z),ψ(γ−1 · z)〉Edμr(z)

Γ (γ), where s(z)= x, and the right Ax-action (φ ·a)(z) := φ(z)a, for φ ∈
Cc (Zx ;X ), a ∈ Ax . Thus, L2(Zx ;X ) is a graded Hilbert Ax-module. Similarly, for all y ∈ Y ,

one can form the graded Hilbert By -module L2(Z−1
y ;X ). Note the involutions κ of X and

τ of Z induce an obvious conjugate-linear graded isometry τx : Cc (Zx ;X )−→ Cc (Zx̄ ;Xx̄)

defined by τx(φ)(z) := κx(φ(τ(z))). What’s more, we have τx(φ · a) = τx(φ) ·σ(a). Hence,

there is an induced conjugate-linear graded ∗-isomorphism

τx : LAx (L2(Zx ;X ))−→LAx̄ (L2(Zx̄ ;X )).

Proposition 5.6.8. Suppose (Γ,F ) ∼(Z ,X ) (G,E ). For x ∈ X , the left action of Cc (Γ;F ) on

Cc (Zx ;X ) induces a graded ∗-representation RΓ
x :Cc (Γ;F )−→LAx (L2(Zx ;X )) that factors

through the Rg C∗-algebra C∗
r (Γ;F ) such that the following diagram commutes

C∗
r (G;E )

σ

��

RG
x �� LAx (L2(Zx ;X ))

τx

��
C∗

r (G;E )
RG

x̄ �� LAx̄ (L2(Zx̄ ;X ))

(5.57)

Similarly, for all y ∈ Y , we get a representation RG
y : C∗

r (G;E )−→LBy (L2(Z−1
y ;X )), together

with a similar commutative diagram.

Proof. Let ξ ∈Cc (Γ;F ); then for φ,ψ ∈Cc (Zx ;X ), simple calculations give 〈ξ ·φ , ψ〉
	

(x)=
〈φ , ξ∗ ·ψ〉

	
(x). It follows that the Ax-linear operator Cc (Zx ;X ) 
 φ 	−→ ξ ·φ ∈ Cc (Zx ;X)

is adjointable, and then bounded with respect to the norm ‖ · ‖L2(Zx ;X ), which gives the
∗-representation RΓ

x :Cc (Γ;F )−→LAx (L2(Zx ;X )),ξ−→ (RΓ
x (ξ) : φ 	−→ ξ ·φ).

Now, let z0 ∈ Zx , and let y := r(z0). Then, to complete the proof it suffices to check that

for all ξ ∈Cc (Γ;F ), ‖RΓ
x (ξ)‖ ≤ ‖πΓ

y (ξ)‖, where πΓ
y :Cc (Γ;F )−→LBy (L2(Γy ;F )) is the repre-

sentation defined in Lemma 5.2.10.
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Consider the (left) Hilbert By -moduleXz0 , and form the interior tensor product L2(Γy ;F )⊗By

Xz0 which is a right graded Hilbert Ax-module under the operations defined on simple

tensors by: (ξ⊗u) ·a := ξ⊗ (ua), and 〈ξ⊗u,η⊗ v〉 := 〈u,〈ξ,η〉By · v〉Ax . Then, the map

uz0 : L2(Γy ;F )⊗By Xz0 −→ L2(Zx ;X ),
∑

i
ξi ⊗ui 	−→

∑
i
ξi ·ui , (5.58)

where for ξ ∈Cc (Γy ;F ) and u ∈Xz0 , (ξ ·u)(z) := ξ(Γ < z, z0 >) ·u ∈XΓ<z,z0>·z0 , is an isomor-

phism of graded Hilbert Ax-modules. The map (5.58) is clearly Ax-linear and injective. To

see that it is surjective, first notice that the well defined map Zx 
 z 	−→ Γ < z, z0 >∈ Γy ,

is a homeomorphism of Γ-spaces (its inverse being Γy 
 γ 	−→ γ · z0 ∈ Zx). Next, for all

z ∈ Zx , the linear span of the image of FΓ<z,z0>×Xz0 
 ( f ,u) 	−→ f ·u ∈XΓ<z,z0>·z0 is dense

in XΓ<z,z0>·z0 by definition of a Fell pair; so that, using the Stone-Weierstrass theorem,

span
{
η ·u : Zx 
 z 	−→ η(Γ < z, z0 >) ·u ∈XΓ<z,z0>·z0 | η ∈Cc (Γy ;F ),u ∈Xz0

}
is dense in Cc (Zx ;X ) in the inductive limit topology. It follows that any φ ∈ Cc (Zx ;X) is

the inductive limit of some
∑

i ηi ·ui = uz0 (
∑

i ηi ⊗ui ). We then have an isomorphism of

C∗-algebras

ũz0 :LAx (L2(Γy ;F )⊗By Xz0 )−→LAx (L2(Zx ;X ))

such that ũz0 (T )
(∑

i ξi ·ui
)

:= uz0

(
T
(∑

i ξi ⊗ui
))

, for all T ∈LAx (L2(Γy ;F )⊗By Xz0 ). Fur-

thermore, the following diagram is commutative

Cc (Γ;F )

πΓ
y

��

RΓ
x �� LAx (L2(Zx ;X ))

LBy (L2(Γy ;F )) �� LAx (L2(Γy ;F )⊗By Xz0 )

ũz0

��

where the lower horizontal arrow is the map T 	−→ T ⊗ Id (cf. for instance [50, p.50]). In-

deed, let ξ ∈ Cc (Γ;F ), and φ ∈ Cc (Zx ;X ). Without loss of generality, we can suppose that

φ= η ·u; then,

ũz0 (πΓ
y (ξ)⊗Id)φ= (πΓ

y (ξ)⊗Id)(η⊗u)= (πΓ
y (ξ)η)⊗u = (ξ∗η)·u = ξ·(η·u)=RΓ

x (ξ)(η⊗u)=RΓ
x (ξ)φ,

which completes the proof since uz0 is an isomorphism and ‖πΓ
y (ξ)⊗Id‖ ≤ ‖πΓ

y (ξ)‖ (see [50,

p.50]).

Proof of Theorem 5.6.7. That the maps defined by (5.54) and (5.55) are isomorphisms of

convolutions ∗-algebras is obvious.

As previously, let us put B :=C0(Y ;F ) and A :=C0(X ;E ). Then

C0(M(0);L )∼=B ⊕ A,
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as Rg C∗-algebras. Now, with respect to this decomposition, simple calculations show that

B⊕A〈ξ,η〉 = (B 〈ξ11,η11〉+	
〈ξ∗21 , η∗21〉|Y

)⊕ (〈ξ12 , η12〉	|X + A〈ξ22,η22〉
)

, (5.59)

for all ξ =
(
ξ11 ξ12

ξ21 ξ22

)
and η =

(
η11 η12

η21 η22

)
in Cc (M;L ). In particular, suppose that ξ =(

ξ11 0

0 0

)
∈ pΓCc (M;L )pΓ, then

B⊕A

〈(
ξ11 0

0 0

)
,

(
ξ11 0

0 0

)〉
= B 〈ξ11,ξ11〉⊕0,

so that ∥∥∥∥∥
(
ξ11 0

0 0

)∥∥∥∥∥
L2(M;L )

= ‖ξ11‖L2(Γ;F ); (5.60)

thus, (5.54) extends to an isometric B-linear map uΓ of B-modules

uΓ : L2(Γ;F )−→ pΓL2(M;L )pΓ,

where pΓL2(M;L)pΓ is the completion of pΓCc (M;L )pΓ with respect to the norm of L2(M;L ).

Similarly, for ξ22 ∈Cc (G;E ), we get

B⊕A

〈(
0 0

0 ξ22

)
,

(
0 0

0 ξ22

)〉
= 0⊕ A〈ξ22,ξ22〉,

and hence ∥∥∥∥∥
(

0 0

0 ξ22

)∥∥∥∥∥
L2(M;L )

= ‖ξ22‖L2(G;E); (5.61)

so that (5.55) extends to an isometric A-linear map uG of A-modules

uG : L2(G;E )−→ pGL2(M;L )pG.

Furthermore, since uΓ and uG are surjective, then from [?, Theorem 3.5], they are uni-

taries in LB (L2(Γ;F ), pΓL2(M;L )pΓ) and LA(L2(G;E ), pGL2(M;L )pG), respectively; in

other words,

L2(Γ;F )≈ pΓL2(M;L )pΓ

as Hilbert B-modules, and

L2(G;E )≈ pGL2(M;L )pG
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as Hilbert A-modules, here the sign "≈" stands for unitarily equivalent. Moreover, it is very

easy to see that the following diagrams commute:

Cc (Γ;F )

πΓ
l

��

∼= �� pΓCc (M;L )pΓ

πMl
��

L
(
L2(Γ;F )

) ∼= �� L
(
pΓL2(M;L )pΓ

)
Cc (G;E )

πGl
��

∼= �� pGCC (M;L )pG

πMl
��

L
(
L2(G;E )

) ∼= �� L
(
pGL2(M;L )pG

)
(5.62)

It then only remains to check that for ξ=
(
ξ11 0

0 0

)
andη=

(
0 0

0 η22

)
, we have ‖ξ‖C∗

r (M;L ) =
‖ξ11‖C∗

r (Γ;F ) and ‖η‖C∗
r (M;L ) = ‖η22‖C∗

r (G;E ) which will lead to the desired isomorphisms of

C∗-algebras (5.56) since pΓ and pG are complementary (cf. Proposition 5.6.6). However,

by symmetry it suffices to check one of the latter equalities. To this end, we will use the

constructions of Lemma 5.2.10.

Note that we have

Cc (Mω;L )=
{

Cc (Γy ;F )⊕Cc (Z−1
y ;X ), if ω= y ∈ Y;

Cc (Zx ;X )⊕Cc (Gx ;E ), if ω= x ∈X

In other words, elements of Cc (My ;L ), for y ∈ Y , are of the form

(
η11 0

η21 0

)
with η11 ∈

Cc (Γy ;F ) and η21 ∈ Cc (Z−1
y ;X ), while elements of Cc (Mx ;L ), for x ∈ X , are of the form(

0 η12

0 η22

)
withη12 ∈Cc (Zx ;X ) andη22 ∈Cc (Gx ;E ). Then, for all y ∈ Y , andη,ζ ∈Cc (My ;L ),

one has

〈η,ζ〉By =
∫
Γy

η11(γ)∗ζ11(γ)∗d(μΓ)y (γ)+
∫

Z−1
y

F 〈η21(�(z)),ζ21(�(z))〉d(μZ−1 )y (�(z)),

where (μZ−1 )y is the Radon measure on Z−1 with support Z−1
y , which is the image of μy on

Z under the "inversion" Z−1 −→ Z ,�(z) 	−→ z; it is then given by

(μZ−1 )y (φ)=
∫
Gr

�(�(z))
φ(g−1 · �(z))dμr�(�(z))

G
(g ), for φ ∈Cc(Z−1).

So, by using Notations 5.4.12, we get 〈ξ,η〉By = 〈η11,ζ11〉By+〈〈η21 , ζ21〉〉	(y); hence L2(My ;L )=
L2(Γ;F )⊕L2(Z−1

y ;X ). In the same way, we verify that L2(Mx ;L)= L2(Zx ;X )⊕L2(Gx ;E ).

Thus, for all ξ ∈Cc (M;L ), we have

‖ξ‖C∗
r (M;L ) =max

{
sup
y∈Y

‖πM
y (ξ)‖, sup

x∈X
‖πM

x (ξ)‖
}

.

In particular, if ξ=
(
ξ11 0

0 0

)
∈Cc (M;L ), and y ∈ Y , then πM

y (ξ)=πΓ
y (ξ11)⊕0, so that

‖ξ‖C∗
r (M;L ) =max

{
‖ξ11‖C∗

r (Γ;F ), sup
x∈X

‖πM
x (ξ)‖

}
. (5.63)



146 5. EQUIVALENCE THEOREM FOR REAL GRADED FELL SYSTEMS

Now, let x ∈ X , and suppose η ∈Cc (Mx ;L ) is such that ‖η‖L2(Mx ;L) ≤ 1; i.e.

max
{‖η12‖L2(Zx ;X),‖η22‖L2(G;E )

}≤ 1.

Then, from a simple calculation we obtain

〈πM
x (ξ)η,πM

x (ξ)η〉Ax = 〈ξ11 ·η12 , ξ11 ·η12〉	(x)= 〈RΓ
x (ξ11)η12 , RΓ

x (ξ11)η12〉	(x);

hence, by applying Proposition 5.6.8, we get ‖πM
x (ξ)η‖L2(Mx ;L) = ‖RΓ

x (ξ11)η12‖L2(Zx ;X ) ≤
‖ξ11‖C∗

r (Γ;F ). Therefore, from (5.63), we get

‖ξ‖C∗
r (M;L ) = ‖ξ11‖C∗

r (Γ;F ).

Corollary 5.6.9. Assume that (A,σ,α) ∈ �BrR(G). If (Z ,τ) : (Γ,�) −→ (G,ρ) is an isomor-

phism in RG then

(A�r G, s∗Gσ)∼Mor i t a (AZ
�r Γ, s∗Γσ

Z ).

Proof. Recall that the graded Real Dixmier-Douady bundle (AZ ,σZ ,αZ ) over (Γ,�) is de-

fined as AZ := s∗A/G. Observe that for γ ∈ Γ, the fibre (s∗ΓA
Z )γ =AZ

sΓ(γ) is identified with

ZsΓ(γ)×G(0) A/G. Consider the graded Real C∗-bundle (s∗A,s∗σ) over (Z ,τ). Then, the Fell

system ((s∗ΓA
Z , s∗Γσ

Z ), (Γ,�)) acts on ((s∗A,s∗σ), (Z ,τ)) on the left via

ZsΓ(γ)×G(0) A

G
×As(z) 
 ([z, a],b) 	−→ ab ∈As(γz) =As(z), (5.64)

where (γ, z) ∈ Γ∗ Z . Also, we have a right Fell pair ((s∗
G
A,G), (s∗A, Z )) determined by the

right action

As(z)×AsG(g ) 
 (a,b) 	−→α−1
g (a)b ∈As(zg ) =AsG(g ). (5.65)

Next, define the inner products in the obvious way: if (z,�(z ′)) ∈ Z ×G(0) Z−1, we set

As(z)×As(z) 
 (a,�(b)) 	−→ [z, a∗b] ∈ (s∗ΓA
Z )

Γ<z,z ′> =
ZsΓ(Γ<z,z ′>)×G(0) A

G
, (5.66)

and if (�(z), z ′) ∈ Z−1×Γ(0) Z , we put

As(z)×As(z ′) 
 (�(a),b) 	−→α−1
<z,z ′>G

(a)∗b ∈ (s∗GA)<z,z ′>G
=AsG(<z,z ′>G) =As(z ′). (5.67)

It is now straightforward that the settings ( 5.64), ( 5.65), ( 5.66), and ( 5.67) give an equiv-

alence of graded Real Fell systems (s∗ΓA
Z ,Γ)∼(s∗A,Z ) (s∗

G
A,G). We thus complete the proof

by applying Theorem 5.6.7.
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5.7 The reduced C∗-algebra of an element of �ExtR(G,S1)

In this section we are following [90, §3.1] to construct the reduced C∗-algebra associated

to a graded Real S1-central extension. We begin with the following simple lemma which

provides another example of graded Real Fell bundles having direct bearing on our work.

Lemma 5.7.1. Let E = ( S1 �� Γ̃
π �� Γ,δ,P ) be a graded Real S1-central extension of

(G,ρ). Consider the associated line bundle L := Γ̃×S1C of theS1-principal bundleπ : Γ̃−→ Γ,

where

Γ̃×S1 C := Γ̃×C/(γ̃,z)∼(t γ̃,t−1z).

Define the grading ε and the Real structureσ on L by ε([γ̃, z])= [γ̃, z.δ(π(γ̃))], andσ([γ̃, z]) :=
[�̃(γ̃), z̄], respectively. Then

(i) the projection (L,σ) −→ (Γ,�), [g̃ , t ] 	−→ π(γ̃) defines a graded Real line bundle over

the Real groupoid (Γ,�);

(ii) equipped with the product and the ∗-involution given respectively by

– Lγ1 ×Lγ2 

(
[γ̃1, z1], [γ̃2, z2]

) 	−→ [γ̃1γ̃2, z1z2] ∈ Lγ1γ2 , for (γ1, g2) ∈ Γ(2), and

– Lγ 
 [γ̃, z] 	−→ [γ̃−1, z̄] ∈ Lγ−1 ,

(L,ν) is a graded Real Fell bundle over (G,�).

Definition 5.7.2. (cf. [90, Definition 3.1]). Let E be given as above. Then, the graded

Real reduced C∗-algebra (C∗
r (Γ;L),σ) of (L,σ) is called the reduced C∗-algebra of E, and is

denoted by (C∗
r (E),σ).

Theorem 5.7.3. Suppose that [E1]= [E2] in �ExtR(G,S1). Then as Rg C∗-algebras,

(C∗
r (E1),σ1)∼Mor i t a (C∗

r (E2),σ2).

Proof. Suppose Ei = ( S1 �� Γ̃i
πi �� Γi ,δi ,Pi ), and Li := Γ̃1×S1 C. Let pi : Li −→ Γi , i =

1,2 be the Real projections. Set ker pi := Li|Γ(o)
i

= p−1
i (Γ(0)

i ), where as usual, Γ(0)
i is identified

with its image in Γi by the identity map Γ(0)
i �→ Γi . Observe that ker pi

∼= kerπi ×S1 C, where

kerπi := Γ̃i|Γ(0)
i

= Γ(0)
i ×S1 is the restriction of the Real S1-principal bundle πi : Γ̃i −→ Γi to

Γ(0)
i ⊂ Γi . Moreover, together with the trivial grading on the fibers and the Real structure

defined as the restriction of σi , ker pi −→ Γ(0)
i , i = 1,2, is a graded Real line bundle. Now let

(Z ,τ) : (Γ̃1, �̃1) −→ (Γ̃2, �̃2) be a Real S1-equivariant Morita equivalent implementing the

equivalence E1 ∼ E2 in �ExtR(G,S1). Recall from Definition 2.6.4 that we have a Real Morita

equivalence (Z /S1,τ) : (Γ1�1)−→ (Γ2,�2). Define

X := (Z /S1×
Γ(0)

1
ker p1)⊗ (Z /S1×

Γ(0)
2

ker p2), (5.68)
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together with the Real structure κ given by the unique extension of the involution

(Z /S1×
Γ(0)

1
ker p1)× (Z /S1×

Γ(0)
2

ker p2) −→ (Z /S1×
Γ(0)

1
ker p1)⊗ (Z /S1×

Γ(0)
2

ker p2)

(([z1],u1), ([z2],u2)) 	−→ ([τ(z1)],σ1(u1))⊗ ([τ(z2)],σ2(u2))
(5.69)

Then, (X,κ) is a Real line bundle over (Z /S1,τ), and then is a graded Real Fell bundle (with

the trivial grading). Furthermore, it is not hard to verify that ((X,κ), (Z /S1,τ)) implements

an equivalence of graded Real Fell systems
(
(L1,σ), (Γ1,�1)

)∼ ((L2,σ2), (Γ2,�2)
)
. Therefore,

our assertion follows from Theorem 5.6.7.

There is another picture of the reduced Rg C∗-algebra of a Rg S1-central extension. In-

deed, let E= ( S1 �� Γ̃
π �� Γ ,δ,P ) be as previously. Consider the trivial Rg Fell bundle

(1, �̃) −→ (Γ̃,�), where 1 := Γ̃×C, together with the grading δ̃ and Real structure �̃ respec-

tively given by:

δ̃(γ̃, z)= (γ̃, z.δ(π(γ̃))), and �̃(γ̃, z)= (�̃(γ̃), z̄), ∀(γ̃, z) ∈ 1.

Note that the ∗-involution on the fibers of (1, �̃) is the complex conjugation. We will write

Cc (Γ̃) (resp. C∗(Γ̃), C∗
r (Γ̃)) for Γc (Γ̃;1) (resp. for C∗(Γ̃;1), C∗

r (Γ̃;1)). The reason why we use

these notations is that a compacty supported continuous section of (1, �̃) can be seen as

a compacty supported complex valued function on Γ̃. Notice that our definitions of the

C∗-algebras C∗(Γ̃) and C∗
r (Γ̃) does not differ from that given by Renault in [76]. How-

ever, the convolution algebra Cc (Γ̃) is equipped with the grading ξ 	−→ δ̃(ξ), with δ̃(ξ)(γ̃) :=
ξ(γ̃).δ(π(γ̃)) for γ̃ ∈ Γ̃, and the Real structure �̃ given by �̃(ξ)(γ̃)= ξ(�̃(γ̃)) ∈ 1�̃(γ̃) =C.

Definition 5.7.4. Let E = ( S1 �� Γ̃
π �� Γ ,δ,P ) be a Rg S1-central extension of (G,ρ).

Then we put

Cc (Γ̃)S
1

:= {ξ ∈Cc (Γ̃) | ξ(t γ̃)= t−1ξ(γ̃), ∀t ∈S1, γ̃ ∈ Γ̃} .

Lemma 5.7.5. Let E= ( S1 �� Γ̃
π �� Γ ,δ,P ) be as above. Then, endowed with the grad-

ing δ̃ and the Real structure �̃ induced from that of Cc (Γ̃), (Cc (Γ̃)S
1
, �̃) is a Rg convolution

subalgebra of (Cc (Γ̃), �̃).

Proof. If ξ ∈Cc (Γ̃)S
1
, then for all γ̃ ∈ Γ̃ and t ∈S1, one has

(δ̃ξ)(t γ̃)= ξ(t γ̃)δ(π(t γ̃))= t−1ξ(γ̃)δ(π(γ̃)), and

(�̃ξ)(t γ̃)= ξ(�̃(t γ̃))= ξ(t̄ �̃(γ̃))= t−1ξ(�̃(γ̃));

hence δ̃ξ, �̃ξ ∈Cc (Γ̃)S
1
,∀ξ ∈Cc (Γ̃)S

1
.

Now, suppose that ξ,η ∈Cc (Γ̃)S
1
. Then, for all γ̃ ∈ Γ̃ and t ∈S1,

ξ∗η(t γ̃)=
∫
Γ̃γ̃

ξ(h̃)η(h̃−1t γ̃)dμ
r (γ̃)

Γ̃
(h̃)
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= t−1
∫
Γ̃r (γ̃)

ξ(h̃)η(h̃−1γ̃)dμ
r (γ̃)

Γ̃
(h̃)

= t−1(ξ∗η)(γ̃);

and ξ∗(t γ̃) = (ξ(t−1γ̃−1) = tξ(γ̃−1) = t−1ξ(γ̃−1) = t−1ξ∗(γ̃). Thus, Cc (Γ̃)S
1

is closed under

both the convolution and the involution in Cc (Γ̃).

Definition 5.7.6 (The reducedS1-equivariant C∗-algebra). The (Rg) reducedS1-equivariant

C∗-algebra (C∗
r (Γ̃)S

1
, �̃) of E is defined by setting

C∗
r (Γ̃)S

1
:=πl (Cc (Γ̃)S1 )⊂C∗

r (Γ̃;1).

Example 5.7.7. Let the Real groupoid (S1,−) be equipped with the Real normalized Haar

system d t := dθ
2π . Then all f ∈Cc (S1)S

1
is completely determined by its value at 1 ∈S1; for if

t , t ′ ∈S1, then f (t t ′)= t−1 f (t ′), and in particular,

∀t ∈S1, f (t )= t−1 f (1).

This yields to an isomorphism of Real algebras

Cc (S1)S
1 
 f 	−→ f (1) ∈C.

Moreover, a simple calculation gives

‖ f ‖C∗
r (S1)S1 = | f (1)|,

so that C∗
r (S1)S

1 ∼=C.

Our purpose now is to connect (C∗
r (E),σ) to (C∗

r (Γ̃)S
1
, �̃), since this latter seems to be

likely an easy picture for us to work with.

Remark 5.7.8. Note that C∗
r (Γ̃)S

1
can also be seen as the closure of Cc (Γ̃)S

1
in C∗

r (Γ̃;1) with

respect to the operator norm (see [90, p.865]).

Lemma 5.7.9. Given ξ ∈Cc (Γ̃)S
1
, set for all γ ∈ Γ:

ξ̃(γ) := [(γ̃,ξ(γ̃))] ∈ Γ̃γ×S1 C. (5.70)

Then this formula provides a section ξ̃ ∈ Cc (Γ;L). Moreover, it defines an isometric isomor-

phism of Rg convolution algebras (Cc (Γ̃)S
1
, �̃)−→ (Cc (Γ;L),σ).

Proof. If γ̃, γ̃′ ∈ Γ̃γ, then there exists a unique t ∈ S1 such that γ̃′ = t γ̃; so [(γ̃′,ξ(γ̃′))] =
[(t γ̃, t−1ξ(γ̃))] = [(γ̃,ξ(γ̃))] = ξ̃(γ). This shows that the section ξ̃ : Γ −→ L is well-defined,

for all ξ ∈ Cc (Γ̃)S
1
. Since ξ and π are continuous, so is ξ̃. Moreover, suppξ̃ is compact,

for if γ ∈ suppξ̃, then Γ̃γ = π−1(γ) ⊂ suppξ and this means that suppξ̃ ⊂ π(suppξ). It is
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immediate that if ξi −→ ξ in Cc (Γ̃)S
1

with respect to the inductive limit topology, then

ξ̃i −→ ξ̃ in Cc (Γ;L) with respect to the inductive limit topology. We then have a continuous

map Cc (Γ̃)S
1 −→ Cc (Γ;L),ξ 	−→ ξ̃. To see that this map respects the gradings and the Real

structures, observe that

ε(ξ̃)(γ)= ε([(γ̃,ξ(γ̃))])= [(γ̃,ξ(γ̃).δ(γ))]= [(γ̃, (δ̃ξ)(γ̃))]=�( ˜ ξ)δ(γ),

and

σ(ξ̃)(γ)=σ(ξ̃(γ))=σ([(�̃(γ̃),ξ(�̃(γ̃)))])= [(γ̃,ξ(�̃(γ̃)))]= [(γ̃, �̃(ξ)(γ̃))]=�( ˜ξ)�(γ).

Now let ξ,η ∈Cc (Γ̃)S
1
. Then

(ξ̃∗ η̃)(γ)=
∫
Γr (γ)

[
(h̃,ξ(h̃))

]
.
[
h̃−1γ̃,η(h̃−1γ̃)

]
dμ

r (γ)
Γ (h̃)

=
∫
Γr (γ)

[
(γ̃,ξ(h̃)η(h̃−1γ̃)

)
]dμ

r (γ)
Γ (h̃)

=
[(
γ̃,
∫
Γr (γ̃)

ξ(h̃)η(h̃−1γ̃)dμ
r (γ̃)
Γ (h̃)

)]
= [(γ̃, (ξ∗η)(γ̃))

]=@(ξ∗η)(γ), ∀γ ∈ Γ.

Also, (ξ̃)∗(γ)= ξ̃(γ−1)∗ = [(γ̃−1,ξ(γ̃−1))]∗ = [(γ̃,ξ(γ̃−1))]= [(γ̃,ξ∗(γ̃))]= (̃ξ∗)(γ). We then have

shown that the map defined by ( 5.70) is a homomorphism of Rg convolution algebras.

The remaining of the proof is obvious.

Proposition 5.7.10. Let E= ( S1 �� Γ̃
π �� Γ ,δ,P ) be a Rg S1-central extension of (G,ρ).

Then, as Rg C∗-algebras,

(C∗
r (Γ̃)S

1
, �̃)∼= (C∗

r (E),σ).

Proof. In view of Lemma 5.7.9, it suffices to show that for ξ ∈Cc (Γ̃)S
1
, we have

‖ξ‖C∗
r (Γ̃) = ‖ξ̃‖C∗

r (Γ;L) =: ‖ξ̃‖C∗
r (E),

where ξ̃ ∈ Cc (Γ;L) is the element defined by ( 5.70). We refer to [90, pp.865-866] for the

proof of this equality.

Corollary 5.7.11. Let (G,ρ) be as usual, and let the Real groupoid (S1,−) be equipped with

the Real Haar system d t as in Example 5.7.7. We endow ( G×S1 ���� X ,ρ×−) with the

Real Haar system define as the product μ×d t; that is,

(μ×d t )x( f ) :=
∫
Gx

∫
S1

f (g , t )d tdμx(g ), ∀ f ∈Cc (G×S1), and x ∈ X . (5.71)

Then, we have a Morita equivalence of Rg C∗-algebras (with trivial gradings):

C∗
r (G)∼Mor i t a C∗

r (G×S1)S
1
.
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Proof. Consider the trivial Rg S1-central extension

E0 = ( S1 �� G×S1 �� G ,0,G)

of (G,ρ). Then, the map

(G×S1)×S1 C 
 [(g , t ), z] 	−→ (g , t z) ∈G×C

defines an isomorphism of Real line bundles L
∼= �� G×C =: 1 over (G,ρ). Hence, by ap-

plying Proposition 5.7.10 and Theorem 5.6.7, we get

C∗
r (G×S1)S

1 ∼=C∗
r (E0) :=C∗

r (G;L)∼Mor i t a C∗
r (G;1)=: C∗

r (G).

Remark 5.7.12. Note that the last corollary could be proved directly by observing that the

well-defined map

Cc (G) 
 f 	−→ ( f̃ : (g , t ) 	−→ t−1 f (g )
) ∈Cc (G×S1)S

1
,

is an isomorphism of Real convolution algebras which is isometric with respect to the re-

duced norms.

At this point, since we have an isomorphism of Abelian groups B̂rR0(G) ∼=�ExtR(G,S1),

we may study the relation between the two definitions of the Rg reduced C∗-algebra of an

element of B̂rR0(G) (cf. Definition 5.2.8 and that of an element of �ExtR(G,S1). (cf. Defini-

tion 5.7.2).

Theorem 5.7.13. Let E ∈�ExtR(G,S1), and let (AE,αE,σE) ∈ B̂rR0(G) be its corresponding Rg

DD-bundle of type 0. Then, as Rg C∗-algebras, we have

AE�r G∼Mor i t a C∗
r (Eop).

Proof. Write E= ( S1 �� Γ̃
π �� Γ ,δ, Z ), where (Z ,τ) : (G,ρ)−→ (Γ,�) is a Morita equiv-

alence. Recall (see the previous chapter) that AE :=AZ , where (A,α,σ) ∈ B̂rR0(Γ) is given

by A := K̂(HΓ̃), where HΓ̃ :=∐x∈Γ(0) L2(Γ̃x ,H0)S
1
. Then, from Corollary 5.6.9, we have

AE�r G∼Mor i t a A�r Γ :=C∗
r (Γ; s∗K̂(HΓ̃)).

Thus, we only have to show that

C∗
r (Γ; s∗A)∼Mor i t a C∗

r (Γ;L)=: C∗
r (E), where L := Γ̃×S1 C, (5.72)

and then we will apply Proposition 5.7.10. However, again in view of the Renault’s equiva-

lence Theorem 5.6.7, it suffices to built an equivalence between the Rg Fell systems
(
(s∗A, s∗σ), (Γ,�)

)
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and
(
(L, �̃×−), (Γ,�)

)
.

Consider the Rg Banach bundle X := s∗HΓ̃ over (Γ,�) defined as the pull-back of the Rg

Hilbert Γ-bundle HΓ̃ −→ Γ(0) through the source map of Γ. We claim that X implements

the desired equivalence over (Γ,�); that is, that

(s∗A,Γ)∼(X,Γ) (L,Γ). (5.73)

First, recall that the Real Γ-action on HΓ̃ is given by the graded unitaries

L2(Γ̃s(γ),H0)S
1 
 ξ 	−→ (γξ : Γ̃r (γ) 
 h̃ 	−→ ξ(γ̃−1h̃) ∈H0

) ∈ L2(Γ̃r (γ),H0)S
1
,

where γ̃ is any lift of γ along the projection π : Γ̃−→ Γ. We then have a Rg left (resp. right)

action of s∗A, s∗σ (resp. of L)on X from the well-defined maps

K̂(L2(Γ̃s(γ1),H0)S
1
)×L2(Γ̃s(γ2),H0)S

1 −→ L2(Γ̃s(γ1γ2),H0)S
1

(T , ξ) 	−→ T ·ξ := γ−1
2 T (γ2ξ),

(5.74)

and

L2(Γ̃s(γ2),H0)S
1 × (Γ̃γ3 ×S1 C

) −→ L2(Γ̃s(γ2γ3),H0)S
1

(ξ , [γ̃,λ]) 	−→ ξ · [γ̃,λ] := γ−1
3 λξ

(5.75)

The maps (5.74) and (5.75) are continuous since the Γ-actions are continuous. Also, they

are full and graded since the actions are, in fact, graded isomorphisms.

We now construct the s∗A-valued and L-valued inner products X∗X −→ s∗AΓ< and X×
X−→ L>Γ , respectively. Observe that, as in Example 5.3.14, Γ−1 = {γ−1 | γ ∈ Γ}, if (γ,�(γ′)) ∈
Γ×Γ(0) Γ−1 (in other words, s(γ)= s(γ′)), then Γ < γ,γ′ >= γγ′−1, and if (�(γ′),γ") ∈ Γ−1×Γ(0) Γ

(i.e. r (γ′)= r (γ")), then < γ′,γ">Γ= γ′−1γ". We then define these inner products as

Xγ×Xγ′−1 −→ As(γγ′−1) = K̂(L2(Γ̃r (γ′),H0))S
1

(ξ,�(η)) 	−→ s∗A〈ξ,η〉 := θγ′ξ,γ′η
(5.76)

where for ζ,ζ′ ∈ L2(Γ̃x ,H0)S
1
, θζ,ζ′ ∈ K̂(L2(Γ̃x ,H0))S

1
is the rank one operator

L2(Γ̃x ,H0)S
1 
 ζ" 	−→ (〈ζ′,ζ"〉x)ζ ∈ L2(Γ̃x ,H0)S

1
, x ∈ Γ(0);

and

Xγ′−1 ×Xγ" −→ Lγ′−1γ" = Γ̃γ′−1γ"×S1 C

(�(ξ),η) 	−→ 〈ξ,η〉L :=
[
γ̃′−1

γ̃",〈γ′ξ,γ"η〉r (γ′)

] (5.77)

where γ̃′ and γ̃" are any lifts of γ′ and γ", respectively. Recall (see the last chapter) that for

x ∈ Y , the scalar product 〈·, ·〉x on HΓ̃
x =Xx is defined as

〈ξ, ,η〉x =
∫
Γ̃x
〈ξ(h̃), (η)(h̃)〉Cdμx

Γ̃
(h̃) ∈C.
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The algebraic properties of these maps are easy to check. The map (5.76) is full, for

span
{
θζ,ζ′ | ζ,ζ′ ∈ L2(Γ̃r (γ′),H0)S

1
}

is the ideal of finite-rank operators on L2(Γ̃r (γ′),H0)S
1

and the graded map

L2(Γ̃s(γ′),H0)S
1 −→ L2(Γ̃r (γ′),H0)S

1

given by the Γ-action is an isomorphism of Hilbert spaces. The map (5.77) is clearly sur-

jective (then full, of course). It remains only to verify that the compatibility condition (cf.

Definition 5.3.10 (ii)) holds; that is, for any triple (γ,γ′−1,γ") ∈ Γ×Γ(0) Γ−1×Γ(0) Γ,

ξ · 〈ξ′,ξ"〉L = s∗A〈ξ,ξ′〉 ·ξ", ∀(ξ,�(ξ′),ξ") ∈Xγ×Xγ′−1 ×Xγ". (5.78)

One has

ξ · 〈ξ′,ξ"〉L = ξ · [γ̃′−1γ̃",〈γ′ξ′,γ"ξ"〉r (γ′)
]

= γ"−1γ′ · (〈γ′ξ′,γ"ξ"〉r (γ′))ξ

= γ"−1 · (〈γ′ξ′,γ"ξ"〉r (γ′))(γ′ξ)

= γ"−1 ·θγ′ξ,γ′ξ′(γ"ξ")

= s∗A〈ξ,ξ′〉 ·ξ",

and the proof is completed.
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6
First notions of Twisted K R-Theory

6.1 Definitions and basic properties

In this section, we introduce twisted Real K -theory of locally compact Hausdorff Real

groupoids in an operator theoretic point of view, using Kasparov’s Real K K -theory devel-

opped in [46].

Recall that for any fixed difference p − q mod 8, there is a covariant functor K Rp−q

from the category of Real graded C∗-algebras from the category Ab of abelian groups de-

fined by

K Rp−q (A) :=K K R(Clp,q , A)∼=K K R(C, A⊗̂Clq,p ).

where C is equipped with the complex conjugation as Real structure, and as in Appendix

A, Clk,l is the complex Clifford algebra endowed with the the Real structure clk,l such that

(Clk,l )R =C lk,l .

Definition 6.1.1. Let G be a locally compact Hausdorff, second countable Real groupoid

with Real Haar system. Let α = (t,δ,c) ∈ ȞR0(G•, InvK̂)× ȞR1(G•,Z2)× ȞR2(G•,S1,1), and

let [A] ∈ B̂rR(G) be such that DD(A)=α. We define the twisted Real K -theory of G by

K Rq−p
α (G•)=K Rq−p

A
(G•) :=K Rp−q (A�r G) 1.

We will often write K Rα(G•) instead of K R0
α(G•).

Remark 6.1.2. It is clear from Theorem 5.6.7 that, up to isomorphisms, K R− j
A

(G•) depends

only on the class of A in B̂rR(G), and hence on the class of α. In particular, if α = (0,0,0),

then A�r G is Morita equivalent to C∗
r (G); so that K R− j

(0,0,0)(G
•)∼=K R j (C∗

r (G)).

1As in [90], we have used the notation G• to specify that we are working with the groupoid G
��r

s
�� X ,

not the space G.
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Definition 6.1.3. Let G
��r

s
�� X be a Real groupoid. Define the Real K -theory groups K R− j (G•)

to be the twisted K R-theory of G
��r

s
�� X when the twisting α is the trivial class (0,0,0) ∈

ȞR0(G•, InvK̂)× ȞR1(G•,Z2)× ȞR2(G•,S1,1); i.e.,

K R− j (G•) :=K R− j
(0,0,0)(G

•)=K R j (C∗
r (G)).

When G is just a Real space X , our definition of the groups K R− j (X ) obviously coin-

cides with the one given by Atiyah in [6].

The following result is immediately deduced from Definition 6.1.1 and from Theo-

rem 5.7.13.

Proposition 6.1.4. Let G
��r

s
�� X be a Real groupoid. Suppose thatα= (0,δ,c) ∈ ȞR1(G•,Z2)�

ȞR2(G•,S1,1) and A is a Real graded D-D bundle of type 0 over G realizing α in B̂rR0(G).

Then,

K R− j
α (G•)∼=K R j (C∗

r (Eop

A
)),∀ j ∈Z,

where as usual, EA is the Real graded S1,1-central extension ofG realizing [A] in�ExtR(G,S1,1).

We will need the following definition in the sequel.

Definition 6.1.5. Let G
��r

s
�� X and Γ

��r
s

�� Y be Real groupoids with Real Haar systems

μG and μΓ, respectively. A strict Real homomorphism f : Γ −→ G is said to be compatible

with the Haar systems if∫
f (Γ) f (y)

φ(g )dμ
f (y)
G

(g )=
∫
Γy

φ( f (γ))μy
Γ(γ),∀φ ∈Cc (G), y ∈ Y .

Now from the theory of Real graded D-D bundles and of Kasparov’s K K R-theory, we

deduce the following properties.

Theorem 6.1.6. Let G
��r

s
�� X , α, and A be as above. Then,

1. (Formal Bott periodicity). For all j ∈Z, we have

K R− j−8
A

(G•)∼=K R− j
A

(G•).

2. (Bott periodicity). For all p, q ∈N, j ∈Z, we have

K R− j+q−p
A

(G•)∼=K R− j
Ap,q

((G×Rp,q )•),

where Ap,q is the Real graded D-D bundle over the Real groupoid

G×Rp,q ���� X ×Rp,q

obtained by pulling backA−→ X through the Real groupoid morphismG×Rp,q −→G

given by the canonical projection into the first factor; the involution of G×Rp,q is the

product one, and Rp,q is viewed as a Real space (i.e., we forget its group structure).
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3. (Functoriality in �BrR(G)). Let G be a fixed Real groupoid with Real Haar system μ.

Let A,B be Real graded D-D bundles over G. Then if

A
ϕ ��

πA ���
��

��
��

� B

πB















X

is a morphism of Real graded D-D bundles (see Chapter??? ), there is a canonical

homomorphism of abelian groups

ϕ∗ : K R∗A(G•)−→K R∗B(G•). (6.1)

Proof. 1) This is a consequence of [46, Theorem 5.5].

2) Thanks to the Bott periodicity theorem in K K R-theory ( [46, Theorem 7.5]), one has

K R− j+q−p
A

(G•)∼=K K R j (C,C0(Rp,q ,A�r G)).

Therefore, the only thing to do is to verify that there is an isomorphism of Real graded

C∗-algebras

C0(Rp,q ,A�r G)∼=Ap,q �r (G×Rp,q ), (6.2)

which is simple. Indeed, every ξ ∈Cc (G×Rp,q ; s∗A×Rp,q ) is of the form ξ(g , t )= ( f (g , t ), t )

for all (g , t ) ∈ G×Rp,q , where ft := f (·, t ) ∈ Cc (G; s∗A). The map Cc (G×Rp,q ; s∗A×Rp,q ) 

ξ 	−→ (Rp,q 
 t 	−→ f (·, t ) ∈ Cc (G; s∗A)) ∈ Cc (Rp,q ;Cc (G; s∗A)) is an isomorphism of Real

graded convolution algebras whose inverse is given by G×Rp,q 
 (g , t ) 	−→ ( f (t )(g ), t ) ∈
As(g )×Rp,q for f ∈C0(Rp,q ;Cc (G; s∗A)). Moreover,Cc (G×Rp,q ; s∗A×Rp,q )∼=Cc (Rp,q )�̂Cc (G; s∗A).

Hence, sinceAp,q�r (G×Rp,q )=C∗
r (G×Rp,q ; s∗A×Rp,q ) andC0(Rp,q ;A�rG)∼=C0(Rp,q )⊗̂C∗

r (G; s∗A),

we get (6.2) by passing to the completion of the Real graded subalgebra

πG×Rp,q

l (Cc (Rp,q )�̂Cc (G; s∗A))∼=πl (C0(Rp,q ))�̂πl (Cc (G; s∗A))⊂L(L2(G×Rp,q , s∗A×Rp,q )).

3) The map ϕ induces a homomorphism of Real graded convolution algebras

ϕ∗ :Cc (G; s∗A)−→Cc (G; s∗B)

by setting (ϕ∗ξ)(g ) :=ϕs(g )(ξ(g )) for ξ ∈Cc (G; s∗A), g ∈G. Moreover, for all ξ,η ∈Cc (G; s∗A)

and x ∈ X , we have

〈ϕ∗ξ,ϕ∗η〉Bx =
∫
Gx

ϕx(ξ(g )∗)ϕx(η(g ))dμx(g )

=ϕx

(∫
Gx

ξ(g )∗η(g )dμx(g )

)
=ϕx(〈ξ,η〉Ax );
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so that ‖ϕ∗ξ‖L2(Gx ;s∗B) ≤ ‖ϕx‖ ·‖ξ‖L2(Gx ;s∗A). Hence we have

‖ϕ∗ξ‖B�rG =sup
x∈X

sup
‖η‖≤1,η∈L2(G;s∗B)

‖(ϕ∗ξ)∗η‖L2(G;s∗B)

≤sup
x∈X

sup
‖η‖≤1,ζ∈L2(G;s∗A)

‖ϕ∗(ξ∗ζ)‖L2(G;s∗B)

≤‖ϕ‖ · sup
x∈X

sup
‖ζ‖≤1,ζ∈L2(G;s∗A)

‖ξ∗ζ‖L2(G;s∗A) = ‖ϕ‖ ·‖ξ‖A�rG.

Therefore, ϕ∗ extends to a homomorphism of Real graded C∗-algebras ϕ∗ : A�r G −→
G�r B, which yields the homomorphism ϕ∗ : K R∗

A
(G•)−→ K R∗

B
(G). Moreover it is easy to

check that ifA
ϕ−→B

ψ−→C are two homomorphisms in �BrR(G), then (ψ◦ϕ)∗ =ψ∗◦ϕ∗.

Definition 6.1.7. For a Real graded D-D bundle A over G
��r

s
�� X , we define the gauge

group G(A) of A to be the set of automorphisms ϕ : A −→ A in the category �BrR(G),

where the group operation is composition of automorphisms.

An immediate consequence of property 3 of the Theorem 6.1.6 is the following:

Corollary 6.1.8. LetA ∈�BrR(G). The group K R− j
A

(G•) has the structure of G(A)-module

via the map

G(A)×K R− j
A

(G•)−→K R− j
A

(G•), (ϕ, x) 	−→ϕ∗x.

Notice that our theory is a generalization of the twisted KO-theory of locally compact

spaces developped successively by Donovan-Karoubi [28], J. Rosenberg [78], and Mathai-

Murray-Stevenson [58]. Indeed, when the Real structure of G
��r

s
�� X is trivial, we have

already seen that B̂rR(G) ∼= B̂rO(G) via the homomorphism [A] 	−→ [AR], where AR is the

real graded D-D bundle whose fibre (AR)x is the subalgebra (Ax)R of the fixed points of Ax

under the involution (cf. Chapter ???).

Proposition 6.1.9. Assume the Real structure of the groupoid G
��r

s
�� X is trivial. Then,

for all [A] ∈ B̂rR(G), there is a canonical isomorphism

K R− j
A

(G•)∼=KO j (AR�r G)=K KO j (R,AR�r G).

Proof. First, note that if A and B are Real graded C∗-algebras, there is a canonical isomor-

phism

K K R(A,B)
∼=−→K KO(AR,BR), (6.3)

given as follows. If (E ,ϕ,F ) ∈ ER(A,B) (see [46] for the definitions), then define the "re-

alification" (E ,ϕ,F )R of (E ,ϕ,F ) as (ER,ϕR,FR), where ER is the Real part of E , ϕR is the

restriction of the homomorphism of Real graded C∗-algebras ϕ : A −→ LB (E) to AR, and

FR is the restrction of the degree 1 operator F : E −→ E ∈LB (E)R to the real graded Hilbert



6.1. Definitions and basic properties 159

BR-module ER. The triple (ER,ϕR,FR) obviously belongs to EO(AR,BR). It is clear that

(ER,ϕR,FR) is degenerate if (E ,ϕ,F ) is. Furthermore, using the same construction, we see

that if (E ,ϕ,F ) is a homotopy between (E0,ϕ0,F0) and (E1,ϕ1,F1) in ER(A,B), then the "re-

alification" of (E ,ϕ,F ) connects homotopically ((E0)R, (ϕ0)R, (F0)R) to ((E1)R, (ϕ1)R, (F1)R)

in EO(AR,BR). We then get a map K K R(A,B)−→ K KO(AR,BR) which, by construction, is

a homomorphism. Conversely, we obtain a homomorphism in the other way by sending

every (E ,ϕ,F ) ∈ EO(AR,BR) to its "complexification" (E ,ϕ,F )C := (EC,ϕC,FC) ∈ ER(A,B)

defined in the following way: EC = E+̇i E is the usual complexification of E (see Appendix

A); ϕC : A = AR+̇i AR −→ LB (EC) is ϕC(a+ i b) := ϕ(a)+ iϕ(b), and FC : EC −→ EC is given

by FC := F + i F ∈ LBR+̇i BR
(E+̇i E)1. Observe that ((E ,ϕ,F )C)R ∼= (E ,ϕ,F ) for all (E ,ϕ,F ) ∈

EO(AR,BR), and ((E ,ϕ,F )R)C ∼= (E ,ϕ,F ) for all (E ,ϕ,F ) ∈ ER(A,B); hence, we have proved

the isomorphism 6.3.

Now, to prove the proposition, it suffices to show that if the Real structure of G is trivial

E−→G is a Real graded Fell bundle, we have an isomorphism of real graded C∗-algebras

C∗
r (G;E)R ∼=C∗

r (G;ER), (6.4)

where ER −→ G is the "realification" of E. To see this, observe first that ξ ∈ Cc (G;E)R is

and only if ξ̄(g ) = ξ(g ) = ξ(g ) for all g ∈ G; hence, the real graded algebra C(G;E)R iden-

tifies to Cc (G;ER), so that Cc (G;E) is a complexification of Cc (G;ER). Moreover, since the

norm of L2(G;ER) is the one induced from that of L2(G;E) ∼= L2(G;E)R+̇i L2(G;E)R, the real

graded Hilbert C0(X ;E(0))R-modules L2(G;E)R and L2(G;ER) are isomorphic. Notice also

that C0(X ;E(0))R ∼= C0(C ;E(0)
R

) as real graded C∗-algebras. Now let T ∈LC0(X ;E(0))(L2(G;E)).

Then, T is Real if and only if T (ξ̄) = T (ξ) for all ξ ∈ L2(G;E), if and only if there exists a

unique TR ∈ LC0(X ;E0)R(L2(G;E)R) ∼= L
C0(X ;E(0)

R
)(L2(G;ER)) such that T (ξ) = TR(ξ1)+ i TR(ξ2)

for all ξ= ξ1+ iξ2 ∈ L2(G;E). The map

LC0(X ;E(0))(L2(G;E))R 
 T 	−→ TR ∈LC0(X ;E(0)
R

)(L2(G;ER))

is actually an isomorphism of real graded C∗-algebras. To complete the proof of 6.4, we

just have to check that via this isomorphism, (πl (Cc (G;E)))R ∼=πl (Cc (G;ER)), which is straight-

forward.

Definition 6.1.10. Let G
��r

s
�� X be given the trivial Real structure. Let [A] ∈ B̂rO(G) and

[AC] ∈ B̂rR(G) its complexification. We define the twisted orthogonal K -theory of G by

KO− j
A

(G•) :=K R− j
AC

(G•).

Example 6.1.11. Suppose X is a locally compact space equipped with the trivial Real struc-

ture. We have B̂rR(X ) ∼= B̂rO(X ) ∼= Ȟ 0(X ,Z8)× Ȟ 1(X ,Z2)× Ȟ 2(X ,Z2). Then, if α ∈ B̂rO(X ),

we have

K R− j
α (X •)=K R− j

α (X )=K KO j (R,C0(X ,A)),
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where A ∈ B̂rO(X ) is any real graded D-D bundle over X realizing α. In particular, if A is

of type 0 and trivially graded (i.e., α= (0,0,c)), then we recover Mathai-Murray-Stevenson’s

and Rosenberg’s twisted KO-theory (see [58] and [78, §3]):

K R− j
α (X )∼=KO− j

A
(X )=KO j (C0(X ,A)).

As for twisted K -theory of topological spaces, there is an extension map in twisted

Real K -theory of Real groupoids. Recall (cf. [90, p.868]) that a subgroupoid Γ
��r

s
�� Y of

G
��r

s
�� X is said to be saturated if Y is an invariant subset of X (i.e. GY

Y = GY = GY ) such

that Γ=GY
Y .

Proposition 6.1.12 (Extension map). Let [A] ∈ B̂rR(G). Suppose that Γ
��r

s
�� Y is an open

saturated Real subgroupoid of G
��r

s
�� X (i.e. γ̄ ∈ Γ,∀γ ∈ Γ). Then, the inclusion i : Γ �→ G

induces a canonical map

i∗ : K R∗A|Y (Γ•)−→K R∗A(G•).

Another way to formulate Proposition 6.1.12 is as follows.

Let G
��r

s
�� X be a Real groupoid with Real Haar system. Suppose that U ⊂ X is a

Real G-invariant open subset of X . Then for A ∈�BrR(G), the inclusion map iU : GU �→ G

induces an extension homomorphism

(iU )∗ : K R∗A|U ((GU )•)−→K R∗A(G•). (6.5)

Proof. The proof is almost the same as the one of [90, Proposition 3.8]: we show that

A|Y �r Γ is a Real graded ideal of A�r G. Recall (cf. Chapter ??) that supp(ξ∗η)⊂ (suppξ) ·
(suppη), and suppξ∗ = (suppξ)−1. Thus, Cc (Γ; s∗A|Y ) ⊂ Cc (G; s∗A) is stable under the

convolution and the adjoint. Further, since Γ is saturated, we have supp(ξ∗η) ⊂ Γ, and

supp(η′ ∗ξ′)⊂ Γ for all ξ,ξ′ ∈ Cc (Γ; s∗A|Y ),η,η′ ∈ Cc (G; s∗A). Now, using again the fact that

Γ
��r

s
�� Y is saturated, we have

‖ξ‖A|Γ�r Γ =sup
y∈Y

sup
‖η‖≤1,η∈L2(Γy ;s∗A|Γ)

‖ξ∗η‖L2(Γy ;s∗A|Γ)

=sup
y∈Y

sup
‖ζ‖≤1,ζ∈L2(Gy ;s∗A)

‖ξ∗ζ‖L2(Gy ;s∗A)

=sup
x∈X

‖πG
x (ξ)‖

=‖ξ‖A�rG,

and thus A|Y �r Γ is a sub-C∗-algebra of A�r G. Moreover, Cc (Γ; s∗A|Y ) is obviously stable

under the grading of Cc (G; s∗A), and since Γ is invariant under the Real structure of G,

supp ξ̄= {γ̄;γ ∈ supppξ}⊂ Γ, so that ξ̄ ∈Cc (Γ; s∗A|Y ), for all ξ ∈Cc (Γ; s∗A|Y ). Hence,A|Y �Γ

is a Real graded ideal of A�r G.
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Corollary 6.1.13. Let G
��r

s
�� X be an étale Real groupoid. Then for A ∈�BrR(G), there is

an extension homomorphism

K R∗A(X )−→K R∗A(G•),

induced by the canonical Real inclusion X �→G, where in the left hand side A is considered

as a Real graded D-D bundle over the Real groupoid X ���� X (i.e., we just forget the G-

action).

Proof. Recall [76] that a groupoid G
��r

s
�� X is called étale (or r-discrete) if the unit space

X is an open subset of G. We then apply the above proposition to X ���� X .

Proposition 6.1.14. (Compare with [90, Proposition 3.10]). Let [A] ∈ B̂rR(G). Assume Γ
��r

s
�� Y

is a closed saturated Real subgroupoid of G
��r

s
�� X . Then the Real inclusion Γ �→G induces

a canonical extension map

i∗ : K R∗A(G•)−→K R∗A|Y (Γ•).

Proof. The restriction map Cc (G; s∗A) −→ Cc (Γ; s∗A|Y ) is evidently Real and graded, and

is surjective since Γ is closed. It is moreover a ∗-homomorphism of convolution algebras,

and by using the fact Γy =Gy for all y ∈ Y , we have

‖ξΓ‖A|Y �r Γ ≤ ‖ξ‖A�rG,∀ξ ∈Cc (G; s∗A);

i.e. we have a sujective homomorphism of Real graded C∗-algebras A�G −→ A|Y �Γ,

from which the result follows.

To end this section, recall that if A ∈ �BrR(G) and B ∈ �BrR(Γ) are such that the Fell

systems (G, s∗A) and (Γ, s∗B) are Morita equivalent, then the Real graded C∗-algebrasA�r

G and B�r Γ are Morita equivalent. We thus have

Proposition 6.1.15. Assume that (G, s∗
G
A) and (Γ, s∗ΓB) are Morita equivalent Real graded

Fell systems, where A ∈�BrR(G) and B ∈�BrR(Γ). Then,

K R∗A(G•)∼=K R∗B(Γ•).

In particular, twisted K R-theory is invariant under Morita equivalences; i.e. if Z : Γ−→G is

a Real Morita equivalence, then

K R∗A(G•)∼=K R∗
AZ (Γ).
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6.2 Relative twisted K R-groups

In this section we define the relative twisted K R-groups and establish some related

exact sequences.

Definition 6.2.1 (The relative twisted K R-group). Consider a pair (G,Γ) consisting of a

Real groupoid G
��r

s
�� X and a closed saturated Real subgroupoid Γ

��r
s

�� Y . For A ∈�BrR(G), we define the relative twisted K R-groups of the (G,Γ) by

K R∗A(G•,Γ•) :=K R∗A|X \Y
((G\Γ)•).

Given such a pair (G,Γ), we have that G\Γ ���� X \ Y is an open saturated Real sub-

groupoid of G
��r

s
�� X . Denote by i : G \Γ �→ G and j : Γ �→ G the inclusions. Then for

A ∈�BrR(G), it is straightforward to check that the sequence

C∗
r (G\Γ, s∗A|X \Y )

i∗−→C∗
r (G; s∗A)

j∗−→C∗
r (Γ; s∗A|Y )

is exact in the middle. Hence we have

Proposition 6.2.2. Let (G,Γ) be as above, and let A ∈ �BrR(G). Then the Real inclusions

i :G\Γ �→G and j : Γ �→G induces an exact sequence

K R∗A(G•,Γ•)
i∗−→K R∗A(G•)

j∗−→K R∗A|Y (Γ•). (6.6)

Corollary 6.2.3. Let G
��r

s
�� X be a Real groupoid, and let U be an open Real G-invariant

subset of X . The for all A ∈�BrR(G) there is an exact sequence

K R− j
A|U

((GU )•)−→K R− j
A

(G•)−→K R− j
A|F

((GF )•), (6.7)

where F ⊂ X is the complement of U .

Remark 6.2.4. From a result of J. Renault recorded as Proposition II.4.5 in [76], the se-

quence (6.7) can be written in terms of C∗-algebraic K R-theory as

K R j (I (U ))−→K R j (A�r G)−→K R j ((A�r G)/I (U )),

where I (U ) is the closure of the subspace {ξ ∈ Cc (G; s∗A) | ξ(g ) = 0 if g ∉ GU } ⊂ Cc (G; s∗A)

with respect to the reduced norm.

Lemma 6.2.5. Let G
��r

s
�� X be a Real groupoid such that the Real part rG

���� r X is

non-empty and saturated. Then for all A ∈ B̂rR(G), the inclusion map j : rG �→G induces an

exact sequence

K R∗A|IX
(IG•)

i∗−→K R∗A(G•)
j∗−→KO∗

(A|r X )R
(rG•).

Proof. The open Real subgroupoid IG
���� IX of G is saturated. The result is then an

immediate consequence of Proposition 6.1.9 and the exact sequence (6.7).
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6.3 Mayer-Vietoris exact sequence

In this section we establish the long exact sequence on twisted K R-theory associated

with two open saturated Real subgroupoids of G
��r

s
�� X . More specifically, we prove the

following theorem (compare with [90, Proposition 3.9] in the ungraded complex case).

Theorem 6.3.1. Suppose that Gi
���� Xi , i = 1,2 are open saturated Real subgroupoid of

G
��r

s
�� X such that G=G1∪G2. Let G12 :=G1∩G2, and for [A] ∈ B̂rR(G), let [A1], [A2], and

[A12] be the classes of the obvious restrictions of A. Then we have a 8-periodic long exact

sequence of groups

...
∂−→K R− j−1

A12
(G•12)

j−→K R− j−1
A1

(G•1)⊕K R− j−1
A2

(G•2)
i−→

i−→K R− j−1
A

(G•)
∂−→K R− j

A12
(G•12)

j−→ ... (6.8)

In view of the 8-periodicity of twisted K R-theory, the exact sequence (6.8) can be rep-

resented by the following 24-terms exact sequence

K R−7
A12

(G•12)
j �� K R−7

A1
(G•1)⊕K R−7

A2
(G•2)

i �� K R−7
A

(G•)

∂

��
K R−6

A
(G•)

∂

��

K R−6
A1

(G•1)⊕K R−6
A2

(G•2)
i�� K R−6

A12
(G•12)

j��

K R−5
A12

(G•12) �� · · · �� K R−1
A

(G•)

∂

��
K R0

A
(G•)

∂

��

K R0
A1

(G•1)⊕K R0
A2

(G•2)
i�� K R0

A12
(G•12)

j��

(6.9)

In order to prove this theorem, we shall first give the "Real graded" analog of the long

exact sequence of K -theory established in [35, p.90].

Lemma 6.3.2. Let A be a Real graded C∗-algebra. Assume that I1 and I2 are two closed Real

graded (two-sided) ideals of A such that A = I1+ I2. Then there is a 8-periodic long exact

sequence

...
∂−→K Rp−q+1(I1∩ I2)

j−→K Rp−q+1(I1)⊕K Rp−q+1(I2)
i−→

i−→K Rp−q+1(A)
∂−→K Rp−q (I1∩ I2)

j−→ ... (6.10)

Our proof is essentially an adaptation of the one of N. Higson, J. Roe, and G. Yu in the

aforementioned refence.
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Proof. Let the C∗-algebra A[−1,1] := C([−1,1], A) be equipped with the obvious grading

and the Real involution given by f̄ (t ) := f (−t ). Next, form the graded sub-C∗-algebras of

A

C := { f ∈ A[−1,1] | f (−1) ∈ I1, f (1) ∈ I2},

C−1 := { f ∈ A[−1,1] | f (−1) ∈ I2, f (1) ∈ I1},

S := { f ∈ A[−1,1] | f (−1)= f (1)= 0}.

The map sending f ∈C to the function f op : [−1,1] 
 t 	−→ f (−t ) ∈ A is an isomorphism of

graded C∗-algebras C ∼=C−1, and that C is not stable under the Real structure of A[−1,1].

However, since f̄ ∈C−1 and f op ∈C for all f ∈C , the "diagonal" of C ⊕C−1 defined as

ΔC := {( f , f op) ∈C ⊕C−1},

is a Real graded C∗-algebra under the involution given by ( f , f op) := ( f op, f̄ ). Notice that

S is stable under the Real structure and the grading; it is in fact a Real graded ideal of

ΔC by identifying each f ∈ S with the pair ( f , f op) ∈ ΔC . Denote by [( f , f op)] the class of

( f , f op) ∈ΔC in the quotient space. Now consider the short exact sequence of Real graded

C∗-algebras

0−→ S
i−→ΔC

π−→ΔC /S −→ 0. (6.11)

Then we claim that the projection π admits a cross-section which is a homomorphism

of Real graded ∗-algebras. To see this, observe first that ΔC /S ∼= I1 ⊕ I2 as Real graded

C∗-algebras, via the map [( f , f op)] 	−→ ( f (−1), f (1)), whose inverse is given by (a,b) 	−→
[(γa,b ,γop

a,b)], where γa,b ∈C is given by

γa,b(t ) := 1− t

2
a+ 1+ t

2
b ∈ I1+ I2 = A.

Then the map s : I1 ⊕ I2 −→ ΔC given by s(a,b) := (γa,b ,γop

a,b) is easily seen to be a Real

graded ∗-homomorphism which, via the identification ΔC /S ∼= I1⊕ I , verifies π◦ s = Id. It

then turns out that the sequence (6.11) satisfies to the conditions of Corollary 2.4 of [24] 2,

so that we have a long exact sequence on K R-theory

...
i∗−→K Rp−q+1(ΔC )

π∗−→K Rp−q+1(I1⊕ I2)
δ−→K Rp−q (S)

i∗−→K Rp−q (ΔC )−→ ... (6.12)

(we refer to [84] for the details about the construction of the connecting map δ). Further-

more, we have K R j (I1⊕ I2) ∼= K R j (I1)⊕K R j (I2) (cf. [46, Corollary 4.1]), and S ∼= S1,0 A =
C0(R1,0; A) so that K Rp−q (S) ∼= K Rp−q+1(A). We thus deduce (6.10) by realizing that the

obvious Real graded inclusion (I1∩ I2)[−1,1] �→ ΔC induces an isomorphism on the K R-

theory level, and by defining the connecting ∂ to be the map i∗ : K Rp−q+1(A)−→K Rp−q (I1∩
I2) in (6.12).

2As mentioned by the authors, this result holds also in the real case, and therefore it does hold in the Real

case (thanks to the isomorphism (6.3) established in the proof of Proposition 6.1.9).
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Proof of Theorem 6.3.1. The open subgroupoid G12
���� X12 , with X12 := X1∩ X2, is ob-

viously saturated and Real since G1 and G2 are. Furthermore, as we have already seen in

the proof of Lemma 6.1.12, I1 :=A1 �r G1 and I2 :=A2 �r G2 are Real graded closed ide-

als of A�r G. Now in view of the long exact sequence (6.10), it thus suffices to show that

A�r G= I1+I2 and I1∩I2 =A12�r G12; but this is just an easy adaptation of the arguments

used in the proof of Proposition 3.9 in [90].

6.4 Comparison with complex twisted K -theory

In this section we are comparing our Real twisted K -theory with the complex one

(cf. [28, 30, 87]). Recall that for a complex graded Dixmier-Douady bundleAover a groupoid

G, J.-L. Tu [87] has defined the complex twisted K -theory K− j
A

(G•) to be the Kasparov com-

plex K K -theory group K Kn(C,A�r G) (see also [43, §3] for a similar definition in term of

the K -theory of graded Banach algebras). Now since an element A ∈ B̂rR(G) cal also be

viewed as a complex graded D-D bundle by forgetting the Real structures of A and G, we

can define complex twisted K -theory K ∗
A

(G•) by Real graded twistings. It is then natural to

compare the groups K R∗∗(G•) with K ∗
A

(G•). We will prove for instance the following theo-

rem.

Theorem 6.4.1. Let G
��r

s
�� X be a locally compact second countable Real groupoid with

Real Haar system. Then for A ∈ B̂rR(G), Real and complex (graded) twisted K -theories are

related by the following isomorphism

K− j
A

(G•)⊗Z[1/2]∼=
(
K R− j

A
(G•)⊕K R− j+2

A
(G•)
)
⊗Z[1/2]

In order to prove this, we start with some observations about complex K K -theory of

Rg C∗-algebras.

Let B be a Rg C∗-algebra, and denote as usual its Real structure by τ. There is an obvi-

ous homomorphism

c : K K R(C,B)−→K K (C,B) (6.13)

that consists of "forgetting the Real structures" (c is not injective nor surjective). Con-

versely, we want to construct a homomorphism R : K K (C,B)−→K K R(C,B).

Recall that τ induces an isomorphism of complex graded C∗-algebras

τ� : B −→ B̄ ,b 	−→ τ(b)�,

where B̄ is the conjugate algebra of B . Hence we have an isomorphism

τ�∗ : K K (C,B)−→K K (C, B̄)
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by cofunctoriality ( [9, 46]). On the other hand, if E is a complex graded Hilbert Ā-module,

its conjugate algebra Ē is clearly a complex graded Hilbert A-module, and if F ∈ LB̄ (E),

then F̄ ∈ LB (Ē), where F̄ is defined by F̄ (ξ�) := (F (ξ))� for all ξ� ∈ Ē , where � : E −→ Ē

is the canonical map. Further, if ϕ : C −→ LB̄ (E), then we define ϕ̄ : C −→ LB (Ē) by

ϕ̄(λ)ξ� := (ϕ(λ̄)ξ)�. It is straightforward that (Ē ,ϕ̄, F̄ ) ∈ E(C,B) if (E ,ϕ,F ) ∈ E(C, B̄) and

that this process respect homotopy and degeneracy. In other words, the canonical map

� : B̄ −→B naturally induces a map

K K (C, B̄)−→K K (C,B), y 	−→ ȳ .

Then we have

Lemma 6.4.2. The maps τ� : B̄ −→ B and � : B̄ −→ B induce an involution on the Abelian

group K K (C,B), that we also denote by τ; i.e. for x = (E ,ϕ,F ) ∈E(C,B), we have

τ(x)= (τ�∗E ,τ�∗ϕ,τ�∗F ).

Now if x = (E ,ϕ,F ) is a complex graded Kasparov module over the complex graded

C∗-algebra B , we get a Real graded graded Kasparov module R(x) ∈ER(C,B) by setting

R(x) := x+τ(x). (6.14)

Lemma 6.4.3. The formula (6.14) defines a homomorphism

R : K K (C,B)−→K K R(C,B).

Proof. The only thing that needs to be checked is that R(x) admits a Real structure com-

patible with τ so that R(x) ∈ ER(C,B). Note that τ�∗E = E⊗̂AB̄ , so that τ�∗E ∼= Ē⊗̂B̄ B as

complex graded Hilbert B-modules (where the action of B̄ on B is by the inverse of the

automorphism τ∗). It then follows that E ⊕ τ�∗E is isomorphic to its complex conjugate

E ⊕τ�∗E = Ē ⊕ τ�∗E via the map (ξ,
∑
η�i ⊗̂B̄ bi ) 	−→ (ξ�,

∑
η1⊗̂B b�

i ), which gives us the Real

structure on the complex graded Hilbert A-module E ⊕τ�∗E . The compatibility of this in-

volution with τ and the inner product is easy to check.

Definition 6.4.4. For a Real graded C∗-algebra B, and ε ∈ {+,−}, we denote by K K (C,B)ε

the subgroup of K K (C,B) consisting of all elements x of K K (C,B) such that τ(x)= εx, where

τ : K K (C,B)−→K K (C,B) is the involution defined in Lemma 6.4.2.

Proposition 6.4.5. Let B be a Rg C∗-algebra. Then the map R induces an isomorphism

K K (C,B)+⊗Z[1/2]∼=K K R(C,B)⊗Z[1/2],

whose inverse is given by c.
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In fact, in the special case where A is the trivially graded Real C∗-algebra C0(X ), where

X is a locally compact space endowed with the trivial involution, this result is just Karoubi’s [42,

Corollary 2.9] since K K R(C,C0(X ))=K R(X )∼=KO(X ).

Proof. We have Imc ⊂ K K R(C,B)+. Indeed, if x = (E ,ϕ,F ) ∈ ER(C,B), then the Real struc-

ture of E induces an isomorphism of graded C-algebras E ∼= Ē . Moreover, since E is a Real

graded Hilbert B-module, then from the isomorphism τ� : B −→ B̄ we get

τ�∗E = (�◦τ)∗E = τ∗(Ē⊗̂B̄ B)= (Ē⊗̂B̄ B)⊗̂B B̄ ∼= Ē⊗̂B̄ B̄ ∼= Ē .

It follows that τ�∗c(x) = τ(c(x)) = c(x) ∈ K K (C,B)+ for all x ∈ K K R(C,B). Henceforth,

R(c(x)) = c(x)+ τ(c(x)) = 2c(x) for all x ∈ K K R(C,B); and for any y ∈ K K (C,B)+, one

has y = τ(y), so that 2y = y +τ(y) = R(y) ∈ ImR. Denoting by R ′ the restriction of R on

K K (C,B)+ ⊂ K K (C,B), we get c(R ′(y)) = 2y , hence if dividing by 2 in the groups involved

is allowed, the maps R ′ : K K (C,B)+ −→ K K R(C,B) and c : K K R(C,B) −→ K K (C,B)+ are

inverse of each other; and this completes the proof.

Lemma 6.4.6. Let B and D be Real graded C∗-algebras. Then the Kasparov product in

complex K K -theory K K (C,B)⊗K K (C,D)−→K K (C,B⊗̂D) induces a bilinear map

K K (C,B)ε⊗K K (C,D)η −→K K (C,B⊗̂D)εη, (6.15)

where by convention (+)(+)= (+), (+)(−)= (−)(+)= (−), (−)(−)= (+).

Proof. Recall that the Real structure on the graded tensor product B⊗̂D is given on ele-

mentary tensors by b⊗̂d = b̄⊗̂d̄ . Hence, denoting by τB ,τD ,and τB⊗̂D the involutions on

K K (C,B),K K (C,D) and K K (C,B⊗̂D), respectively, we see that τB⊗̂D (x⊗̂Cy)= τB (x)⊗̂Cτ
D (y)

for all x ∈ K K (C,B), y ∈ K K (C,D); so that τB⊗̂D (x⊗̂Cy)= (εη)(x⊗̂Cy), where τB (x)= εx and

τD (y)= ηy .

Proposition 6.4.7. The Kasparov product with the complex Bott element

β2 ∈K (C0(R0,2))=K K (C,C0(R0,2))

induces an isomorphism

βε : K K (C,B)ε −→K K (C,B(R0,2))(−)ε.

Proof. Recall ( [46, p.546]) that the Bott element β2 ∈K K (C,C0(R0,2)) is defined as the Kas-

parov module (C0(R0,2),C · Id,F ), where C · Id −→ L(C0(R0,2)) is given by scalar multipli-

cation, and F ∈ L(C0(R0,2)) =M(C0(R0,2)) ∼= Cb(R0,2) is defined to be the function F (x) =
x(1+‖x‖2)−

1
2 . Since F (x) ∈ R,∀x ∈ R0,2, we have τ�∗F (x) = F (−x) = −F (x), from which we

deduce that τ(β2) = −β2 ∈ K K (C,C0(R0,2))−. However, the Kasparov product with β2 in-

duces an isomorphism ⊗̂Cβ2 : K K (C,B) −→ K K (C,B(R0,2)) ( [46, Theorem 4.7]). We thus

obtained the desired isomorphism by applying Lemma 6.4.6 to B and D =C0(R0,2).
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We now return to our story of twisted K -theory.

Proof of Theorem 6.4.1. Put B := (A�r G)⊗C0(Rp,q ) with its usual Real structure. By in-

verting by 2, the involution τ of K K (C,B) yields the decomposition K K (C,B)⊗Z[ 1
2 ] ∼=

(K K (C,B)+⊕K K (C,B)−)⊗Z[ 1
2 ]. Now we conclude by Proposition 6.4.5 and Proposition 6.4.7.

Proposition 6.4.8. Assume G
��r

s
�� X is a Real groupoid with Real Haar system which

is the disjoint union of two locally compact Hausdorff groupoids G1 and G2 such that the

involution τ :G−→G consists of exchanging G1 with G2; i.e. ḡ1 = τ(g1) ∈G2 and ḡ2 = τ(g2) ∈
G1 for all g1 ∈G1 and g2 ∈G2. Then for all A ∈ B̂rR(G), we have

K R∗A(G•)⊗Z[1/2]∼=K ∗
A1

(G•1)⊗Z[1/2]∼=K ∗
A2

(G•2)⊗Z[1/2],

where Ai , i = 1,2 is the restriction of A on Xi , and where the complex twisted K -theory used

here is the graded one.

Proof. Denote by τi the restriction of τ on Gi , i = 1,2. Then under the decomposition C∗-

algebra A�r G=A1 �r G1⊕A2 �r G2, the Real structure of A�r G is given by the matrix

τ=
(

0 τ2

τ1 0

)
,

where the maps τ1 : Cc (G1; s∗A1) −→ Cc (G2; s∗A2), and τ2 : Cc (G2; s∗A2) −→ Cc (G1; s∗A1)

are the conjugate-linear homomorphism of graded convolution algebras given by (τ1ξ1)(g2) :=
ξ1(ḡ2) for ḡ2 ∈ suppξ1, and (τ2ξ2)(g1) := ξ2(ḡ1) for ḡ1 ∈ suppξ2, respectively. Notice that τ1

and τ2 are inverse of each other. Let Bi :=Ai�rGi , i = 1,2. Then τ�1 : B1 −→ B̄2,b1 	−→ τ1(b)�

and τ�2 : B2 −→ B̄1,b2 	−→ τ2(b2)� are isomorphisms of complex graded C∗-algebras. Now

in the level of complex K K -theory, it turns out that via the isomorphism K K (C,A�r G)∼=
K K (C,B1)⊕K K (C,B2) ( [9, §17.7], [46, Corollary 1,§4]), the involution τ : K K (C,A�r G)−→
K K (C,A�r G) (cf. Lemma 6.4.2) is given by

τ=
(

0 τ̃2

τ̃1 0

)
(6.16)

where τ̃1 : K K (C,B1)−→ K K (C,B2) and τ̃2 : K K (C,B2)−→ K K (C,B1) are the isomorphism

induced by the composites

K K (C,B1)
τ�1−→K K (C, B̄2)

�−→K K (C,B2), and

K K (C,B2)
τ�2−→K K (C, B̄1)

�−→K K (C,B1),
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respectively. Therefore,

K K (C,A�r G)+ ={x ∈K K (C,A�r G) | τ(x)= x}

={(x1, τ̃1(x1)); x1 ∈K K (C,B1)}∼= {(τ̃2(x2), x2); x2 ∈K K (C,B2)}

∼=K K (C,B1)∼=K K (C,B2).

The desired isomorphisms then result from Proposition 6.4.5.

Remark 6.4.9. Although we have the decomposition K ∗
A

(G•)∼=K ∗
A1

(G•1)⊕K ∗
A2

(G•2) in complex

twisted K -theory, this is not true for twisted K R; indeed, the graded C∗-algebras B1 and B2

are not invariant under the Real structure of A�r G as we have seen in the proof above.

We close this section with the following result whose proof can be copied from the one

of Schick [80, Theorem 2.1] (see also Boersema [11]).

Proposition 6.4.10. Let G
��r

s
�� X be a locally compact second-countable Hausdorff Real

groupoid with Real Haar system. Let A ∈ B̂rR(G). Then there is a long exact sequence relying

complex twisted (graded) K -theory and Real twisted K -theory

· · · −→K R− j+1
A

(G•)
χ−→K R− j

A
(G•)

c−→K j
A

(G•)
∂−→K R− j+2(G•)

χ−→ ·· · (6.17)

where χ is Kasparov product with the Bott element β1,0 ∈K R(R1,0)∼=Z2, c is the map defined

by (6.13), and ∂ is the composite

K K (C,B)
β2−→K K (C,B(R0,2))

R−→K K R(C,B(R0,2)),

where B = (A�r G)⊗C0(Rp,q ) with p−q = j , and R is the homomorphism defined by (6.14).

6.5 4-periodicity theorem

Although twisted K R-theory is of period 8 (cf. Theorem 6.1.6(1)), we prove in this sec-

tion that up to tensoring by Q, the twisted K R-groups are 4-periodic.

Theorem 6.5.1. Let G
��r

s
�� X be a Real groupoid with Real Haar system. Suppose Γ

��r
s

�� Y

is a closed saturated Real subgroupoid of G. Then for A ∈�BrR(G), there is a canonical iso-

morphism

K R− j
A

(G•,Γ•)⊗Z[1/2]∼=K R− j−4
A

(G•,Γ•)⊗Z[1/2].
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Proof. It suffices to show the result for j = 0. For a Real graded C∗-algebra B , Proposi-

tion 6.4.7 applied to the Real graded C∗-algebras B and B(R0,2) gives us two isomorphisms

K K (C,B)+
β+−→K K (C,B(R0,2))−

β−−→K K (C,B(R0,4))+,

which yields the isomorphism

(β−⊗1)◦ (β+⊗1) : K K R(C,B)⊗Z[1/2]−→K K R(C,B(R0,4))⊗Z[1/2],

via the identifications (cf. Proposition 6.4.5)

K K (C,B)+⊗Z[1/2] ∼= K K R(C,B)⊗Z[1/2],

K K (C,B(R0,4))+⊗Z[1/2] ∼= K K R(C,B(R0,4)).

Now it suffices to take B =A|X \Y �r (G\Γ).

6.6 Computation of twisted K R-groups of Sp,q

We start this section by the following simple examples.

Example 6.6.1 (K R0
Clp,q

(pt )). An element of n ∈ B̂rR(∗)=Z8 is determined by a Rg elemen-

tary C∗-algebra of type K̂n. If p, q ∈N is such that p−q = n mod 8, then the Rg D-D bundle

K̂n −→ · is Morita equivalent to Clp,q −→ ·. Recall that (Clp,q )R =C lp,q , the latter being the

real Clifford algebra (see Example A.5.6) It follows that

K R0
n(∗)=K R0

Clp,q
(∗)∼=KO0

C lp,q
(∗)=KOp−q (∗).

Example 6.6.2 (K R∗
A

(S0,1)). Let n ∈ B̂rR(S0,1) = Z2 (cf. Example 4.3.3). Then by Proposi-

tion 6.4.8,

K R− j
n (S0,1)∼=Q K− j−n({pt })=

{
Z, if − j −n = 0 mod 2

0, if − j −n = 1 mod 2

The last example allows us to compute the twisted K R-theory o the Real space S0,q , for

any q ∈N. Indeed, we have the following.

Proposition 6.6.3. Let q ∈N∗. We have B̂rR(S0,q )∼=Z
q
2 .

Proof. We shall prove the isomorphism by induction with respect to q . For q = 1, this is

already done in Example 4.3.3. For q = 2, let

S2
+ := {(x1, x2) ∈ S0,2 | x2 > 0}, S2

− := {(x1, x2) | x2 < 0}
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be the upper and the lower hemispheres. Let S2 = S2+∪S2−. Then S2 ⊂ S0,2 is invariant under

the Real structure, and the induced involution consists of switching S2+ with S2−. Moreover,

we have clearly S0,2 = S2�S0,1. It rurns out that B̂rR(S0,2) = B̂rR(S2)⊕ B̂rR(S0,1). But from

Proposition 4.3.1 and from the fact S2+ is contractible, we get B̂rR(S2)∼= B̂r(S2+)∼= B̂r({pt })∼=
Z2. Therefore,

B̂rR(S0,2)∼=Z2⊕Z2.

Now assume the result is true for any r ≤ q − 1, so that B̂rR(S0,q−1) ∼= Z
q−1
2 . Then, in the

arguments above, by replacing S0,1 by S0,q−1, S2+ and S2− by the contractible spaces

Sq
+ := {(x1, ..., x2) | xq > 0}, and Sq

− := {(x1, ..., xq ) | xq < 0},

respectively, we obtain the result for q .

Now in view of Example 6.6.2 we have:

Proposition 6.6.4. Suppose a Rg D-D bundleA over S0,q is represented by the q-tuple (ε1, ...,εq ) ∈
B̂rR(S0,q ). Then

K R− j
(ε1,...,εq )(S0,q )∼=Q

q⊕
k=1

K R− j
εk

(S0,1)∼=Q

q⊕
k=1

K− j−εk ({pt }).

Corollary 6.6.5. Let q ∈ N∗, and let A be a Rg D-D bundle represented by (ε1, ...,εq ) ∈
B̂rR(S0,q ). Then for j ∈Z, the twisted complex K -theory of the space S0,q is given by

K− j
A

(S0,q )∼=Q

(
q⊕

k=1

K− j−εk ({pt })

)2

.

Proof. This an immediate application of Theorem 6.4.1 to the Real space S0,q , and the

above proposition plus the fact that K− j−2−εk ∼=K− j−εk .
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7
Fredholm picture of twisted K R-theory

7.1 Preliminaries: Fredholm picture of K R∗(B)

It is known ( [9, 17.5.4], [93, Proposition 17.3.5] ) that for a trivially graded C∗-algebra

B , the group Ki (B)∼= K K i (C,B) is isomorphic to the group π0(F j
B ) of homotopy classes of

elements of the space F
j
B defined as

F0
B := {T ∈L(HB ) | T is invertible modulo KB },

where HB = H⊗B , and KB = K(HB ), and F1
B is the subspace of those elements of F0

B

which are self-adjoint. In this section, we give an analogous "Fredholm" interpretation of

the groups K Rp−q (B)=K K Rq−p (C,B)∼=K R(B(Rp,q )) for a Real graded C∗-algebra B .

Let ĤB = Ĥ⊗̂B be endowed with its standard grading and Real structure (cf. Appendix

A). Note that (ĤB )i , i = 0,1 are Real Hilbert B 0-modules. Moreover, a Real operator F ∈
L(ĤB ) of degree 1 can be written as

F =
(

0 S

T 0

)
,

where T : (ĤB )0 −→ (ĤB )1 and S : (ĤB )1 −→ (ĤB )0 are bounded Real B 0-linear operators

(i.e., compatible with the induced Real structures).

Definition 7.1.1. A generalized Fredholm operator on B is a operator F ∈L(ĤB ) of degree

1 such that

ST −1 ∈K((ĤB )0),T S−1 ∈K((ĤB )1), and S−T ∗ ∈K((ĤB )1, (ĤB )0). (7.1)

We denote by F̂B the set all generalized Fredholm operators on B.

173
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Alternatively, we may define F̂B as the set of pairs

(S,T ) ∈L((ĤB )1, (ĤB )0)×L((ĤB )0, (ĤB )1)

such that relations (7.1) hold. We specifically use this picture to define the topology of F̂B

as the one induced by the embedding

(S,T ) 	−→ (S,T,ST −1,T S−1,S−T ∗) (7.2)

of F̂B inL((ĤB )1, (ĤB )0)×L((ĤB )0, (ĤB )1)×K((ĤB )0)×K((ĤB )1)×K((ĤB )1, (ĤB )0), where

L((ĤB )1, (ĤB )0) and L((ĤB )0, (ĤB )1) are equipped with the compact-open topology ( in

the metrizable case, this is equivalent to ∗-strong operator topology as mentioned in [8,

p.5]), whileK((ĤB )0),K((ĤB )1), andK((ĤB )1, (ĤB )0) are equipped with the norm-topology.

We now define the spaces F̂p,q
B as follows.

Definition 7.1.2. Let p, q ∈N, and let e1, ...,ep ,ε1, ...,εq be a family of operators of degree 1

on ĤB subject to the conditions

(i) e2
i = 1,e∗i = ēi = ei , i = 1, ..., p,ε2

j =−1,ε∗j = ε̄ j =−ε j , j = 1, ...q,

(ii) ee ′ = −e ′e,∀e �= e ′ ∈ {e1, ...,ep ,ε1, ...,εq };

(iii) (uniqueness) if e ′i , i = 1, ..., p,ε′j , j = 1, ..., q is another family of operators of degree 1

on ĤB satisfying (i) and (ii), then there exists a Real graded unitary u on ĤB such that

e ′i = uei u∗, i = 1, ..., p, and ε′j = uε j u∗, j = 1, ..., q.

By F̂p,q
B we denote the subspace of F̂B consisting of those F such that

Fe = eF, for e = ε1, ...,εq ,e1, ...,ep . (7.3)

F̂
p,q
B is equipped with topology induced from F̂B .

We should make some remarks about this definition.

Remark 7.1.3. Observe that such a family always exists. Indeed, take for any p, q ∈N a Real

graded ∗-representation ψp,q : Clp,q −→ L(Ĥ) with the property that if Clp,q is not simple

(so that it is the direct sum of two simple ∗-algebras) then each summand is represented

with infinite multiplicity on Ĥ, so that ψp,q is unique up to unitary equivalence 1. Then,

put ei := ψp,q (ẽi )⊗̂1 ∈ L(ĤB ), i = 1, ..., p, and ε j := ψp,q (ε̃ j )⊗̂1 ∈ L(ĤB ), j = 1, ..., q, where

ẽi , ε̃ j are the standard generators of Clp,q , and where the graded tensor product is given by

the Real graded embedding L(Ĥ) �→L(Ĥ⊗̂B).

1From a basic fact of representation theory of ∗-algebras, if Clp,q is simple (i.e. is isomorphic to K(Ĥ),

with Ĥ finite dimensional), then ψp,q is unitarily equivalent to a multiple of the identity representation, and

then is unique up to equivalence
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Remark 7.1.4. In fact, the family e1, ...,ep ,ε1, ...,εq makes ĤB into a Real graded Clp,q -

module. Moreover, it is easy to verify (by using the properties of the Clifford algebras) that

the space F̂p,q
B depends only on the difference p−q; i.e., if p−q = p ′−q ′, then the topological

spaces F̂p,q
B and F̂

p ′,q ′
B are homeomorphic. We thus denote F̂p−q

B := F̂
p,q
B . Observe also that

F̂0
B
∼= F̂B .

Remark 7.1.5. For our convenience, we will usually suppose the family e1, ...,ep ,ε1, ...,εq

arises from the way described in Remark 7.1.3; i.e. it comes from a ∗-representationClp,q −→
L(Ĥ) (satisfying some conditions). Henceforth, the family e1, ...,ep ,ε1, ...,εq are considered

as degree 1 operators on Ĥ, and F̂
p−q
B is viewed as the space of F ∈L(B⊗̂Ĥ) such that

• F is of degree 1;

• F (1⊗̂e)= (1⊗̂e)F,∀e = e1, ...,ep ,ε1, ...,εq ; and

• F is essentially an involution, i.e., F 2−1 ∈K(B⊗̂Ĥ)=B⊗̂K̂0,

• F is essentially self-adjoint, i.e., F −F∗ ∈B⊗̂K̂0.

Notice that F̂p−q
B is not stable under composition of operators; for, if F,F ′ ∈ F̂p−q

B , then

condition (7.3) does not hold for the product F F ′. We then give the following definition.

Definition 7.1.6. The sum in F̂
p−q
B is defined the following way: from the stabilization the-

orem, there exists an isometric isomorphism of Real graded Clp,q -modules u : ĤB ⊕ĤB −→
ĤB ; we then set

F +F ′ := u(F ⊕F ′)u−1 ∈ F̂p−q
B , for F,F ′ ∈ F̂p−q

B .

We will often omit the isometry u and denote this sum simply by F ⊕F ′.

Proposition 7.1.7. Let B be a Rg C∗-algebra. Then

K Rp−q (B)∼= {[F ] | F ∈ F̂p−q
B ,τ },

where F̂B ,τ denotes the invariant subspace of F̂p−q
B of Real elements of F̂p−q

B , and [F ] denotes

the homotopy class of F in F̂
p−q
B ,τ .

Proof. This comes from the very definition of K K R-theory, the stabilization theorem and [46,

Remark 4.2].

7.2 The C∗-algebra of a Rg Fell bundle over a Real proper

groupoid
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In this section we apply the result of the previous section to the reduced C∗-algebra

C∗
r (G;E ) of a Rg u.s.c Fell bundle E =∐g∈GEg over the Real groupoid G

��r
s

�� X with Real

Haar system. For this, we follow [90, §4].

Recall that L2(G;E ) is a Rg Hilbert E (0)-module bundle under the canonical projection∐
x∈X

L2(Gx ;E )−→ X ,

where we have written E for ι∗xE −→ Gx (ιx : Gx �→ G being the identity map), and where

E (0) := E|X . Now, consider the Rg C∗-bundles

L(L2(G;E )) := ∐
x∈X

LAx (L2(Gx ;E ))−→ X , and

K(L2(G;E )) := ∐
x∈X

K(L2(Gx ;E ))−→ X .

They are in fact Rg C∗-G-bundles under the continuous Real G-action defined in the fol-

lowing way. For every g ∈G, let Rg−1 :Gs(g ) 
 h 	−→ hg−1 ∈Gr (g ), and let E ′ := (Rg−1 )∗(ι∗r (g )E );

i.e. E ′
h = Ehg−1 ∼= Eh⊗̂As(g )Eg−1 . Then, L2(Gx ;E ′)∼= L2(Gx ;E )⊗̂As(g ) L

2(Gx ;Eg−1 ), and hence the

map

L(L2(Gs(g );E )) 
 T 	−→ T ⊗̂1 ∈L(L2(Gs(g );E
′))

is an isomorphism of graded C∗-algebras. But L2(Gs(g );E ′) ∼= L2(Gr (g );E ) under the map

ξ 	−→ gξ for ξ ∈ L2(Gs(g );E ′), where (gξ)(h) := ξ(hg ) ∈ E ′
hg = Ehg g−1 ∼= Eh . Thus, we obtain

an isomorphism of graded C∗-algebras

αg :L(L2(Gs(g );E ))−→L(L2(Gr (g );E )).

Moreover, it is not hard to see from this construction that α = (αg )g∈G satisfies αḡ (T ) =
αg (T ) ∈ L(L2(Gr (ḡ );E )) for all T ∈ L(L2(Gs(g );E )), and that K(L2(G;E)) is stable under α.

Denote by L(L2(G;E ))G the subspace of L(L2(G;E )) consisting of all G-invariant operators;

i.e.

L(L2(G;E ))G := {T = (Tx)x∈X ∈L(L2(G;E )) |αg (Ts(g ))= Tr (g ),∀g ∈G}.

Let c : X −→ R+ be a cutoff function for G(cf. ??). For every T ∈L(L2(G;E )), we define

an element T G ∈L(L2(G;E ))G by setting

T G
x :=
∫
Gx

αg (Ts(g ))c(s(g ))dμx(g ), for all x ∈ X ; (7.4)

and hence a Rg projection L(L2(G;E )) 
 T 	−→ T G ∈L(L2(G;E ))G.

Definition 7.2.1. We define the Rg C∗-algebra KG(L2(G;E )) to be the image of K(L2(G;E ))

under the projection L(L2(G;E ))−→L(L2(G;E ))G defined above; i.e.,

KG(L2(G;E ))=
{

T G | T ∈K(L2(G;E ))
}

.
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Theorem 7.2.2. (Compare [90, Theorem 4.6]). IfG is a Real proper groupoid with Real Haar

system and E−→G is a Rg u.s.c. Fell bundle, then

K Rp−q (C∗
r (G;E ))=

{
[F ] | F ∈ F̂p−q (G,E)τ

}
,

where F̂p−q (G,E )τ is the set consisting of all F ∈L(L2(G;E )⊗̂Ĥ)G such that

• F (1⊗̂e)= (1⊗̂e)F, ∀e = ei ,ε j , i = 1, ..., p, j = 1, ..., q;

• F 2−1,F −F∗ ∈KG(L2(G;E )⊗̂Ĥ).

Proof. From slight modifications of [90, Proposition 4.3], the Real graded C∗-algebras C∗
r (G;E )

and KG(L2(G;E )) are seen to be isomorphic. Therefore, from Proposition 7.1.7, we have

K R j (C∗
r (G;E ))∼=π0

(
F̂

j
KG(L2(G;E )),τ

)
.

Moreover, the arguments used to prove [90, Corollary 4.5] are easily seen to also be valid in

the Real graded case, specifically, the Rg C∗-algebras M(KG(L2(G;E )⊗̂Ĥ)) andL(L2(G;E )⊗̂Ĥ)G

are isomorphic. Thus, the result follows from the above group isomorphism and the iso-

morphism of Rg C∗-algebras K(KG(L2(G;E ))⊗̂Ĥ)∼=KG(L2(G;E )⊗̂Ĥ).

7.3 Twisted Real Fredholm operators

Our goal in this section is to give a give a Fredholm interpretation of the twisted K R-

groups of a Real proper groupoid G with Real Haar system, when the twisting is of type 0.

Our result will be the analog of [90, Theorem 3.15].

Let A ∈ B̂rR0(G) and let E = (Γ̃,Γ,δ, Z ) ∈�ExtR(G,S1) such that DD(A) = −dd(E) = α,

where Γ
��r

s
�� Y is proper. Let L = Γ̃×S1 C be the Rg Fell bundle over Γ associated to E.

Consider again the Rg Hilbert bundle H̃Γ̃ −→ Y defined by (4.28), whose grading and

Real structure are given by formulas (4.27) and (4.29), respectively. Recall that the Rg field

K̂(H̃Γ̃) :=∐y∈Y K̂(HΓ̃,y )−→ Y is a Rg D-D bundle over the Real groupoid Γ
��r

s
�� Y .

Definition 7.3.1. (Compare [90, p.872]). Denote by K̂Γ(H̃Γ̃) the Rg space of norm-continuous

Γ-invariant sections {ξy | y ∈ Y } of K̂(H̃Γ̃)−→ Y satisfying the boundary condition ‖ξy‖→ 0

when y →∞ in Y /Γ.

Now consider the Real field of Z2-graded C∗-algebras over Y with Rg Γ-action defined

by unitary conjugation:

L(H̃Γ̃) :=∐
Y
L(HΓ̃,y )−→ Y .
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Then, by identifyingL(HΓ̃,y ) with M(K̂(HΓ̃,y )), form the Rg unital C∗-algebraCstr
b (Y ;L(H̃Γ̃))

as in Definition 5.6.4. We will denote by Cstr
b (Y ;L(H̃Γ̃))Γ the subspace of Cstr

b (Y ;L(H̃Γ̃))

consisting of Γ-invariant sections.

Definition 7.3.2. Suppose we are given the above settings. An α-twisted Fredholm opera-

tors is a section F ∈Cstr
b (Y ;L(H̃Γ̃))Γ such that

• for all y ∈ Γ, Fy is of degree 1, Fy (IdL2
y
⊗̂e) = (IdL2

y
⊗̂e)Fy , ∀e = ei ,ε j , i = 1, ..., p, j =

1, ..., q;

• the maps y 	−→ F 2
y −1 and y 	−→ Fy −F∗y are elements in K̂Γ(H̃Γ̃).

The space �Fred
p−q
α of α-twisted Fredholm operators is endowed with the Real structure in-

duced from Cstr
b (Y ;L(H̃Γ̃)). Let �Fred

p−q
α,τ denote the subspace of Real elements of �FredA.

Theorem 7.3.3. Let G
��r

s
�� X be a Real proper groupoid, A ∈ B̂rR0(G), and E = (Γ̃,Γ,δ) ∈�ExtR(G,S1) such that DD(A)=−dd(E)=α ∈ ȞR1(G•,Z2)× ȞR2(G•,S1). Then

K R− j
A

(G•)∼=π0(�Fred
j
α,τ).

Proof. From the proof of Corollary 5.6.9 and the equivalence of Rg Fell systems (5.73) es-

tablished in the proof of Theorem 5.7.13, we have an equivalence of Rg Fell systems

(G, s∗A)∼ (Γ,L).

Hence, the Rg C∗-algebras A�r G ∼=KG(L2(G; s∗A)) and C∗
r (E) ∼=KΓ(L2(Γ;L)) are Morita

equivalent, so that K R− j
A

(G•)=π0(F̂ j (Γ;L)τ), thanks to Theorem 7.2.2.

On the other hand, from the isometric isomorphism Cc (Γ;L)∼=Cc (Γ̃)S
1

of Lemma 5.7.9

we deduce that the Rg Hilbert bundles H̃Γ̃ −→ Y and BL2(Γ;L)⊗̂Ĥ −→ Y are canonically

isomorphic. Moreover, the induced isomorphisms of Real fields of graded C∗-algebras

L(H̃Γ̃)∼=L(BL2(Γ;L)⊗̂Ĥ) and K̂(H̃Γ̃)∼= K̂(BL2(Γ;L)⊗̂Ĥ) are easily seen to be compatible with

the Rg Γ-actions. Thus, we have isomorphisms of Rg C∗-algebras

L(L2(Γ;L)⊗̂Ĥ) ∼=Cstr
b (Y ;L(BL2(Γ;L)⊗̂Ĥ)) ∼=Cstr

b (Y ;L(H̃Γ̃)), and

K̂(L2(Γ;L)⊗̂Ĥ) ∼=C0(Y ;K̂(BL2(Γ;L)⊗̂Ĥ)) ∼=C0(Y ;K̂(H̃Γ̃))

that are compatible with the Rg Γ-actions. Therefore, there is isomorphisms of Rg C∗-

algebras K̂Γ(H̃Γ̃) ∼= K̂Γ(L2(Γ;L)⊗̂Ĥ) and L(L2(Γ;L)⊗̂Ĥ)Γ ∼= Cstr
b (Y ;L(H̃Γ̃))Γ, and hence a

Real homeomorphism F̂ j (Γ;L)∼=�Fred
j
α, which completes the proof.
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7.4 Projective Real Fredholm operators

Let G
��r

s
�� X be a Real proper groupoid, A, E, and α be as in the previous subsection.

For p, q ∈ N, we define the Real subgroup P̂Up−q (Ĥ) of P̂U(Ĥ) consisting of equiva-

lence classes of homogeneous unitaries u ∈ Û(Ĥ) commuting with the operators ei ,ε j , i =
1, ..., p, j = 1, ..., q . Recall that we have a generalized Real homomorphism

PÛΓ̃ : Γ−→ P̂U(Ĥ),

defined by (4.30).

Then we obtain a generalized Real homomorphism

Pp−q : Γ−→ P̂Up−q (Ĥ) (7.5)

by defining Pp−q to be the Real subspace of PÛΓ̃ such that the fiber Pp−qÛΓ̃,y over y ∈ Y

consists of equivalence classes of unitaries u ∈ ÛΓ̃,y commuting with ei ,ε j , i = 1, ..., p, j =
1, ..., q in the sense that

uei = (1L2(Γ̃y )S1 ⊗̂ei )u, uε j = (IdL2(Γ̃y )S1 ⊗̂ε j )u, i = 1, ..., p, j = 1, ..., q.

Notice that P0 =PÛΓ̃.

Definition 7.4.1. A continuous G-invariant functions F : Pp−q −→ F̂p−q will be (abusively)

called a projective Fredholm operator over (G,A), where F̂p−q := F̂
p−q
C

. Equivalently, a

projective Fredholm operator over (G,A) is a continuous function F : Pp−q /Γ−→ F̂p−q .

Theorem 7.4.2. Let G
��r

s
�� X be a Real proper groupoid. Let A ∈ B̂rR0(G), and sup-

pose that E = (Γ̃,Γ,δ, Z ) ∈�ExtR(G,S1) is such that DD(A) = −dd(E) = α ∈ ȞR1(G•,Z2)×
ȞR2(G•,S1). Then there is a bijection between elements of K R−n

A
(G•) and homotopy classes

of Real P̂Un(Ĥ)-equivariant projective Fredholm operators over (G,A); in particular, we

have

K R−n
A (G•)∼=

[
Pn/Γ, F̂n

]P̂Un (Ĥ)

R
,

where the symbol [·, ·]P̂Un (Ĥ)
R stands for homotopy classes of Real P̂Un(Ĥ)-equivariant con-

tinuous functions.

Proof. First of all notice that we have isomorphism of Rg C∗-Γ-bundles

L(H̃Γ̃) ∼= PÛΓ̃×P̂U(Ĥ) L(Ĥ)−→ Y

K̂(H̃Γ̃) ∼= PÛΓ̃×P̂U(Ĥ) K̂0 −→ Y
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induced by the map

PÛΓ̃,y ×P̂U(Ĥ) L(Ĥ) 
 [((y, [u]),T )] 	−→ Adu(T ) ∈L(HΓ̃,y ), (7.6)

for y ∈ Y .

Let us consider the Real Γ-equivariant bundle

F̂n(α) :=Pn ×P̂Un (Ĥ) F̂
n −→ Y

with typical fibre F̂n . Then, using the map (7.6), it is straightforward to see that we may

identify�Fred
n
α with the Real spaceCb(Y ; F̂n(α))Γ of norm-bounded continuousΓ-invariant

sections ξ : Y 
 y 	−→ ξy ∈ Pn
y ×P̂Un (Ĥ) F̂

n with the property that ξ2−1 : y 	−→ ξ2
y −1, and

ξ−ξ∗ : y 	−→ ξy −ξ∗y are in C0(Y ;K̂(H̃Γ̃)). Now for ξ ∈�Fred
n
α, we define a projective Fred-

holm operator F over (G,A) in the following manner. For (y, [u]) ∈ Pn , let F (y, [u]) be the

unique degree 1 element L(Ĥ) such that

ξy = [((y, [u]),F (y, [u]))] ∈Pn
y ×P̂Un (Ĥ) L(Ĥ).

Then we clearly have F (y, [u]) ∈ F̂n thanks to the above interpretation of�Fred
n
α, and F is a

well-defined map from Pn to F̂n since ξ depends only on y ∈ Y . Notice that F is Real if ξ

is. To see that F is continuous, suppose (yi , [ui ])→ (y, [u]) in Pn . Then from the definition

of the topology of PÛΓ̃, yi → y in Y and ui → u in P̂U(Ĥ), and since ξ is continuous,

ξyi → ξy inPn×P̂Un (Ĥ)L(Ĥ), which shows that F (yi , [ui ])→ F (y, [u]) in F̂n . F isΓ-invariant;

indeed, the Γ-invariance of ξ implies that if ξs(γ) = [(s(γ), [u]),F (s(γ), [u]))], then ξr (γ) =
[((r (γ), [g ·u]),F (s(γ), [u]))], which shows that F (r (γ), [γ ·u])= F (s(γ), [u]) for all γ ∈ Γ and

(y, [u]) ∈Pn such that y = s(γ). That F is P̂Un(Ĥ)-equivariant is trivial, by definition of the

quotient space Pn ×P̂Un (Ĥ) F̂
n .

Conversely, if F is a Real P̂Un(Ĥ)-equivariant projective Fredholm operator over (G,A),

we evidently obtain an element ξ ∈�Fred
n
α by setting ξy := [((y, [u]),F (y, [u]))]. This pro-

cess is easily seen to provide a homeomorphism between �Fred
n
α,τ and the space of Real

P̂Un(Ĥ)-equivariant projective Fredholm operators over (G,A), and we are done.

Example 7.4.3. Let (X ,τ) be a locally compact Hausdorff Real space, and let A ∈ B̂rR0(X ).

There is a Rg bundle gerbe (Γ̃, X [U],δ) over X with Dixmier-Douady class −DD(A), where

U= (Ui )i∈I is a Real open cover of X . Then

K R−n
A (X )=

[
Pn/X [U], F̂n

]P̂Un (Ĥ)

R
.

More concretely, Pn is given by a Real cocycle pn : X [U]−→ P̂Un(Ĥ). Hence, the right hand

side of the above equation is isomorphic to the set of Real homotopy classes of Real families

(Fi )i∈I of continuous maps Fi : Ui −→ F̂n with the property that Fi (xi ) = pn(xi j )F j (x j ) for

xi = (i , x) ∈Ui , x j = ( j , x) ∈U j , and xi j = (i , x, j ) ∈Ui j .
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Example 7.4.4. A particular case of the previous example is when τ= i d. In that case, A is

represented by a graded real bundle gerbe

Z2
�� Γ̃ �� Y [2]

δ

��
Z2

as noted in Remark 2.8.5. Denote by POn(ĤR) be the subgroup of Real elements of

P̂Un(Ĥ), where as usual ĤR is the Real part of Ĥ. We define the POn(ĤR)-principal bundle

Pn
R −→ Y as in the complex case, except that in the definition of PÛΓ̃ we replace Ĥ by ĤR, C

by R, and S1 by Z2. Let F̂n
R

be the subspace of Real operators of F̂n. Thus

K R−n
A (X )=KO−n

A (X )∼=
[
Pn

R /Y [2], F̂n
R

]POn (ĤR)
.

Moreover, notice that Pn/Y [2] identifies with a POn(ĤR)-principal bundle P n −→ X . There-

fore,

KO−n
A (X )=

[
P n , F̂n

R

]POn (ĤR)
. (7.7)

Remark 7.4.5. We shall point out that the spaces F̂n
R

are the same as the spaces F r edn used

by Mathai, Murray, and Stevenson in [58]. However, the Fredholm picture of twisted KO-

theory given in Section 7.1 of the just mentioned article seems to be wrong; for instance,

PO(H) does not act on F r edn.

An immediate corollary of Theorem 7.4.2 is that in the proper case, the isomorphism

established in Proposition 6.4.8 holds without tensoring with Z[1/2]; in other words

Corollary 7.4.6. Suppose G = G1�G2, where G1,G2 are proper Real groupoids such that τ

exchanges G1 with G2. Then for A ∈ B̂rR0(G), we have

K R∗A(G•)∼=K R∗Ai
(G•i ).

7.5 The pairing K R−n
α ⊗K R−m

β
−→K R−n−m

α+β

In this section we will construct a pairing

K R−n
α (G•)⊗K R−m

β (G•)−→K R−n−m
α+β (G•)

for a Real proper groupoid.
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First of all, recall from [46, §1.16] that for any pairs (p, q), (k, l ) ∈N2, the isomorphism

of Rg C∗-algebras

Clp,q⊗̂Clk,l
∼=−→Clp+k,q+l

is induced from the identifications:

ei ⊗̂1 	−→ ei , i ≤ p,

ε j ⊗̂1 	−→ ε j , j ≤ q,

1⊗̂ei 	−→ (−1)q ei+p , i ≤ k,

1⊗̂ε j 	−→ ε j+q , l ≤ l ,

(7.8)

where we have denoted indistinctly ei ,ε j , i = 1, ..., p, j = 1, ..., q , ei ,ε j , i = 1, ...,k, j = 1, ..., l ,

and ei ,ε j , i = 1, ..., p+k, j = 1, ..., q + l , the generators of Clp,q , Clk,l , and Clp+k,q+l , respec-

tively. Using those identifications, we get a continuous bilinear paring

F̂p−q × F̂k−l −→ F̂(p+k)−(q+l )

(F1,F2) 	−→ F1�̂F2 := F1⊗̂1+1⊗̂F2.

Now let A,B ∈ B̂rR0(G), E1 = (Γ̃1,Γ1,δ1),E2 = (Γ̃2,Γ2,δ2) ∈�ExtR(G,S1) = α be such that

DD(A)=−dd(E1) and DD(B)=−dd(E2)=β. In view of Proposition 2.7.1, we may assume

that Γ1 = Γ2 = Γ, where Γ is the Real Čech groupoid associated to some Real open cover of

X . Hence E= E1⊗̂E2 = (Γ̃⊗̂Γ̃2,Γ,δ1+δ2) is such that DD(A+B)=−dd(E)=α+β. We will

write P
p−q
1 for Pp−qÛΓ̃1

, Pk−l
2 for Pk−lÛΓ̃2

, and P(p+k)−(q+l ) for P(p+k)−(q+l )ÛΓ̃1⊗Γ̃2
.

We have already seen in the proof of Lemma 4.9.10 that elements of PÛΓ̃1⊗Γ̃2
can be

written as sum of elements of the form [(y, [v · (u1�̂u2)])], for ui ∈ ÛΓ̃i ,y , i = 1,2 and (y, v) ∈
U (Γ) (cf. isomorphism (4.32)), where the unitary v · (u1�̂u2) is given by (4.33). Further-

more, from routine verifications using again the identifications (7.8), we see that if [(y, v ·
(u1�̂u2))] ∈ P(p+k)−(q+l ), then [(y,u1)] ∈ Pp−q

1 and [(y,u2)] ∈ Pk−l
2 . Therefore, from the pro-

jective Fredhom picture of twisted K R-theory given by Theorem 7.4.2, we deduce the fol-

lowing

Proposition 7.5.1. Let G
��r

s
�� X be a Real proper groupoid. Then forA,B ∈ B̂rR0(G), there

is a bilinear pairing

K R−n
A (G•)×K R−m

B (G•) −→ K R−n−m
A+B (G•)

([F1], [F2]) 	−→ [F1�̂F2],

where if [F1], [F2] are represented by a P̂Up−q (Ĥ)-equivariant projective Real Fredholm op-

erator F1 : Pp−q
1 /Γ −→ F̂p−q , and a P̂Uk−l (Ĥ)-equivariant projective Real Fredholm oper-

ator F2 : Pk−l
2 /Γ −→ F̂k−l , then the P̂U(p+k)−(q+l )(Ĥ)-equivariant projective Real Fredholm

operator F1�̂F2 : P(p+k)−(q+l )/Γ−→ F̂(p+k)−(q+l ) is defined by

(F1�̂F2)([(y, v · (u1�̂u2))]) := F1([(y,u1)])�̂F2([(y,u2)]).

In particular, K R∗
A

(G•) has the structure of K R0(G•)-module.



8
The torsion case

In this chapter we want to express twisted K R-theory by geometric objects. Roughly

speaking, we will see that as in the ungraded complex case, our twisted K R-theory groups

may be expressed in terms of twisted vector bundles when the twisting is a torsion element

of the Real graded Brauer group. We should point out that most of the constructions and

results of this section are adaptation of the exposition of [90, §5].

8.1 Rg twisted vector bundles

Let X be a locally compact Hausdorff Real space. By a Real graded hermitian vector

bundle over X we mean a Real vector bundle V −→ X together with a Z2-grading V =V 0⊕
V 1 compatible with the Real structure (i.e. each of V i −→ X , i = 0,1 is a Real vector bundle

under the involution induced from that of V ) and a hermitian metric 〈·, ·〉 : V ×V −→ R+
such that 〈v̄ , w̄〉 = 〈v, w〉 for all v, w ∈ V . Associated to such a V → X , there is a canonical

Real graded S1,1-twist

S1,1 �� GLg r (V )
pr �� PGLg r (V )

deg

��
Z2

(8.1)

where the Real groupoids GLg r (V ) ���� X and PGLg r (V ) ���� X are defined as follows.

For i = 0,1, let

GLi (V ) := ∐
x,y∈X

Isom(i )(Vy ,Vx),

where, as usual, we have denoted by Isom(i )(Vy ,Vx) the set of all isomorphisms of degree

i mod 2 from V 0
y ⊕V 1

y to V 0
x ⊕V 1

x . Next, define GLg r (V ) as the disjoint union

GLg r (V ) :=GL0(V )�GL1(V ).

183
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A morphism in GLg r (V ) is then an ismorphism ux,y : Vy −→ Vx which is homogeneous

(i.e. of degree 0 or 1). Define the source and range maps by s(ux,y ) = y , and r (ux,y ) =
x, respectively. Two morphisms ux,y and uy ′,z are composable if and only if y = y ′, in

which case the product is given by ux,y ·uy,z := ux,y ◦uy,z : Vz −→Vx ; the inverse of ux,y is

u−1
x,y : Vx −→ Vy . The involution of GLg r (V ) is given by ux,y : Vȳ 
 v 	−→ ux,y (v̄) ∈ Vx̄ , for all

morphism ux,y . Notice that GL0(V ) ���� X is a full Real subgroupoid of GLg r (X ) while

GL1(V ) is not stable under the product. It is easy to verify that GLg r (V ) ���� X , given the

norm topology induced by the hermitian metric, is a locally compact Real groupoid. Now

the Real group S1,1, identified with U(1) ⊂ C∗, acts by scalar multiplication on GLg r (V ),

and the action is compatible with the Real structures. Set

PGLg r (V ) :=GLg r (V )/S1,1.

Then PGLg r (V ), equipped with the quotient topology and the involution [ux,y ] := [ux,y
]

is

clearly a locally compact Real groupoid with base space X . The projection pr : GLg r (V )−→
PGLg r (V ) is just the quotient map, and the grading of the twist deg : PGLg r (V ) −→ Z2 is

the degree map.

We will use the following notations.

Notations 8.1.1. Let Cn = Ck ⊕Cl be equipped with the grading (z, w) 	−→ (z,−w), and

its usual Real structure given by the complex conjugation. Then we write GLg r
k+l (C) (resp.

PGLg r
k+l (C)) for GLg r (Cn) ���� · (resp. PGLg r (Cn) ���� · ), where we consider Cn −→ · as

a Rg hermitian vector bundle (under its standard hermitian metric) over the point.

Definition 8.1.2. Let (Γ̃,δ) be a Real graded S1-groupoid over Γ
��r

s
�� Y . By a Rg (Γ̃,δ)-

module over Γ
��r

s
�� Y we mean a triple (V ,h,ρ) consisting of a Rg hermitian vector bundle

V = V 0⊕V 1 −→ Y , a Real hermitian endomorphism h : V −→ V of degree 1, and a Real

groupoid morphism

ρ : Γ̃−→GLg r (V ), γ̃ 	−→ ργ̃,

such that

(i) degργ̃ = δ(π(γ̃)),∀γ̃ ∈ Γ̃;

(ii) ρλγ̃ =λργ̃, for all λ ∈S1 ⊂C, and γ̃ ∈ Γ̃;

(iii) ργ̃ ◦h = h ◦ργ̃,∀γ̃ ∈ Γ̃.

Such settings will often be represented by pair (V ,h), and we say that ρ is a Real (Γ̃,δ)-

module structure on (V ,h).

Lemma 8.1.3. Let (Γ̃,Γ,δ) be a Rg S1-twist. If there exists a Rg (Γ̃,δ)-module (V ,h) of rank

1, then [Γ̃,δ]= 0 in�extR(Γ,S1).
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Proof. Since V −→ Y is a line bundle, the grading of V is trivial; i.e., V ∼=V 0. It then follows

from (i) of Definition 8.1.2 that δ = 0. Let PV := V /S1 be endowed with the obvious Real

structure, where S1 ⊂C acts by scalar multiplication on the fibres. Denote by [v] the class

of v ∈V in PV . Using the hermitian metric of V , we put

S(PV ) := {[v] ∈ PV | ‖v‖ = 1}.

Then, the canonical projection S(PV )−→ Y defines a Real S1-principal bundle. Moreover,

S(PV ) defines an element of the Real Picard group PicR(Γ) under the Real Γ-action given

by γ·[v] := [ργ̃(v)], for γ ∈ Γ, v ∈ PVs(γ), and γ̃ any lift of γ through the projection π : Γ̃−→ Γ.

It turns out that there is an isomorphism of Real S1-principal bundles

Γ̃⊗̂s∗(S(PV ))
∼=−→ r ∗(S(PV ))

given by γ̃⊗ [v] 	−→ [ργ̃(v)]. We thus have (Γ̃,δ)∼= (r ∗(S(PV ))⊗ s∗(S(PV )),0).

Corollary 8.1.4. Assume there is a Rg (Γ̃,δ)-module of finite rank. Then [(Γ̃,δ)] is a torsion

element in�extR(Γ,S1,1).

Proof. Let (V ,h,ρ) be a Rg (Γ̃,δ)-module of rank n. Then the determinant line bundle

ΛnV −→ Y , with the Real structure v1∧ ...∧ vn 	−→ v̄1∧ ...∧ v̄n , is a Real line bundle, and

the Real morphism ρ : Γ̃−→GLg r (V ) induces a Real groupoid S1,1-equivariant morphism

ρ⊗n : Γ̃⊗̂n −→GLg r (ΛnV ),

by setting:

ρ⊗n
(γ̃,λ1,··· ,λn−1)(v1∧ ...∧ vn) :=λ1 · · ·λn−1ργ̃(v1)∧ ...∧ργ̃(vn),

for all (γ̃,λ1, ...,λn−1) ∈ Γ̃×Sn−1,n−1 ∼= Γ̃⊗̂n , and v1∧...∧vn ∈ΛnVs(γ̃). The result follows from

Lemma 8.1.3.

Proposition 8.1.5. Let (Γ̃,Γ,δ) be a Rg S1-twist. Consider the following properties:

(i) there exists a rank n Rg (Γ̃,δ)-module (V ,h) over Γ;

(ii) there exists a generalized morphism P : (Γ̃,Γ,δ)−→ (GLg r
k+l (C),PGLg r

k+l (C),deg ), where

k+ l = n with k = di mV 0 and l = di mV 1;

(iii) the class of (Γ̃,δ) is a torsion element in�extR(Γ,S1) of degree n;

(iv) there exists a Real open cover U of Y and a Real groupoid morphism ϕ : Γ̃[U] −→ C∗

such that ϕ(λγ̃)=λnϕ(γ̃) for all λ ∈ Γ̃[U] and γ̃ ∈ Γ̃[U];
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(v) there exists a Real open cover U of Y and a Real graded Zn-central extension

Zn
�� Γ̃′[U] �� Γ[U]

δ′
��

Z2

such that Γ̃[U]∼= Γ̃′×Zn S1,1 under an isomorphism compatible with the grading, where

Zn is identified with the group of n−th roots of unity in S1 ⊂C equipped with the Real

structure given by complex conjugation.

Then (i )⇐⇒ (i i )=⇒ (i i i )⇐⇒ (i v)⇐⇒ (v).

Proof. The proof is a slight modification of the one of [90, Proposition 5.5].

Remark 8.1.6. It will prove useful to describe how the morphism

P : (Γ̃,Γ,δ)−→ (GLg r
k+l (C),PGLg r

k+l (C),deg )

is constructed. In the (complex) ungraded case, P −→ Y is just the frame bundle of V −→ Y .

However, in our context we have to take into account the involutions involved. Spelled out,

P has fibre Py = Isom(0)(Ck+l ,Vy )�Isom(1)(Ck+l ,Vy ) over y ∈ Y , with the obvious GLg r
k+l (C)-

and S1,1-actions (viewing S1,1 as a subset of C). The Real structure of P is given by f̄ (z) :=
f (z̄) ∈Vȳ , for f ∈ Py , z ∈Ck+l . The Γ̃-action on P is defined as follows: for γ̃ ∈ Γ̃, f ∈ Ps(γ̃), the

isomorphism γ̃ · f ∈ Pr (γ̃) is given by (γ̃ · f )(z) := ργ̃( f (z)). Now it is easy to check that as Rg

vector bundles over Y , V ∼= P ×GL
g r
k+l (C) C

k+l .

Definition 8.1.7. Let (V ,hV ) and (W,hW ) be Rg (Γ̃,δ)-modules (of finite ranks). A morphism

from (V ,hV ) to (W,hW ) is a morphism of Rg vector bundles ϕ : V −→W such that

(i) ϕ is compatible with the hermitian metrics;

(ii) ϕ◦hV = hW ◦ϕ;

(iii) ϕr (γ̃)◦ρV
γ̃ = ρW

γ̃ ◦ϕs(γ̃), for all γ̃ ∈ Γ̃, where ρV : Γ̃−→GLg r (V ) and ρW : Γ̃−→GLg r (W )

are the Real (Γ̃,δ)-module structures.

Definition 8.1.8. If (V ,hV ) and (W,hW ) are Rg (Γ̃,δ)-modules over Γ, with hermitian met-

rics 〈·, ·〉V and 〈·, ·〉W , respectively, then the direct sum V ⊕W of the Real hermitian vector

bundle V −→ Y and W −→ Y carries the hermitian metric 〈·, ·〉 := 〈·, ·〉V +〈·, ·〉W , the Real

(Γ̃,δ)-module structure ρV⊕W : Γ̃ −→ GLg r (V ⊕W ) given by ρV⊕W
γ̃ := ρV

γ̃ ⊕ρW
γ̃ , and the de-

gree 1 hermitian map hV⊕W := hV ⊕hW . The Rg (Γ̃,δ)-module (V ⊕W,hV⊕W ) over Γ thus

obtained is called the direct sum of (V ,hV ) and (W,hW ).
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Definition 8.1.9. Let (Γ̃,Γ,δ) be a RgS1-twist. By CModR(Γ̃,δ)(Γ) we denote the Abelian monoid

consisting of all isomorphism classes of Real graded (Γ̃,δ)-modules over Γ, in which the sum

of two classes [(V ,hV )] and [(W,hW )] is

[(V ,hV )]+ [(W,hW )] := [(V ⊕W,hV⊕W )].

Lemma 8.1.10. The assignment (Γ̃,Γ,δ) 	−→ CModR(Γ̃,δ)(Γ) is a contravariant functor from

the category of Rg S1,1-twists TwistR to the category of Abelian monoids. In particular, if

(Γ̃1,Γ1,δ1) and (Γ̃2,Γ2,δ2) are Morita equivalent Rg S1,1-twists. Then

CModR(Γ̃1,δ1)(Γ1)∼=CModR(Γ̃2,δ2)(Γ2).

Proof. Let Z : (Γ̃1,Γ1,δ1)−→ (Γ̃2,Γ2,δ2) be a morphism in TwistR. If (V ,h) is a Rg (Γ̃2,δ2)-

module over Γ2
���� Y2 , then by Proposition 8.1.5 (ii) there exists a morphism

P2 : (Γ̃2,Γ2,δ2)−→ (GLg r
k+l (C),PGLg r

k+l (C),deg ),

and hence a morphism

P1 : (Γ̃1,Γ1,δ1)−→ (GLg r
kl

(C),PGLg r
k+l (C),deg ), where P1 = P2 ◦Z .

We obtain the Rg (Γ̃1,δ1)-module (V Z ,hZ ) by setting:

V Z := P1×GL
g r
k+l (C) C

k+l ,

with the hermitian metric defined fiberwise as the standard metric of Cn , and the Real

structure [p, z] 	−→ [p̄, z̄]. The hermitian map hZ ∈ End(V Z ) is defined fiberwise as the

hermitian matrix of degree 1 obtained from h ∈ End(V )1 via the isomorphism P2×GL
g r
kl

(C)

Ck+l
∼=−→ V given by [py , z] 	−→ py (z) ∈ Vy . Suppose that f : (V ,hV ) −→ (W,hW ) is an

isomorphism of Real graded (Γ̃2,δ2)-modules of rank n = k + l . Then f induces a Real

G,GLg r
k+l (C)-equivariant isomorphism f : P2

∼=−→Q2, where P2 and Q2 is the frame bundles

of V −→ Y2 and W −→ Y2, respectively; hence f induces a 2-isomorphism

P2
∼=Q2 : (Γ̃2,Γ2,δ2)−→ (GLg r

k+l (C),PGLg r
k+l (C),deg ).

The map CModR(Γ̃2,δ2)(Γ2)−→CModR(Γ̃1,δ1)(Γ1), [(V ,h)] 	−→ [(V Z ,hZ )], (8.2)

is thus well defined. Observe that up to isomorphism, this map depends only on the 2-

isomorphism class of Z . Indeed, it is straightforward from the construction that if

Z ′ : (Γ̃1,Γ1,δ1)−→ (Γ̃2,Γ2,δ2)

is another morphism in TwistR, then every 2-morphism f : Z −→ Z ′ naturally induces

a morphism (V Z ,hZ ) −→ (V Z ′
,hZ ′

) of Real graded (Γ̃1,δ1)-modules. In particular, if Z ∼=
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Z ′, then (V Z ,hZ ) ∼= (V Z ′
,hZ ′

). If Z is actually an isomorphism, then the map (8.2) is a

bijection whose inverse is given by [(V1,h1)] 	−→ [(V Z−1

1 ,hZ−1

1 )]. Now we verify that (8.2) is

a homomorphism of Abelian monoids. Let (V ,hV ), (W,hW ),P2, and Q2 be as above. Then

V Z ⊕W Z =
(
P1×GL

g r
k+l (C) C

k+l
)
⊕
(
Q1×GL

g r
k+l (C) C

k+l
)

=
(
P1×GL

g r
k+l (C) C

k+l
)
×Y1

(
Q1×GL

g r
k+l (C) C

k+l
)

∼=(P1×Y1 Q1)×GL
g r
k+lC

Ck+l

∼=(V ⊕W )Z .

Definition 8.1.11. Let Γ
��r

s
�� Y be a Real groupoid. Then for [(Γ̃,δ)] ∈�extR(Γ,S1,1), we

define the K -theory of Rg (Γ̃,δ)-modules over Γ to be the Grothendieck group K̃ R(Γ̃,δ)(Γ
•) ofCModR(Γ̃,δ)(Γ).

In view of the preceding lemma we have

Lemma 8.1.12. (Compare with [90, Corollary 5.7]). The assignment

(Γ̃,Γ,δ) 	−→KR(Γ̃,Γ,δ) := K̃ R(Γ̃,δ)(Γ
•)

is a contravariant functor from the category TwistR to the category Ab. In particular, if

(Γ̃1,Γ1,δ1)∼= (Γ̃2,Γ2,δ2) then

K̃ R(Γ̃1,δ1)(Γ
•
1)∼= K̃ R(Γ̃2,δ2)(Γ

•
2).

Let Γ
��r

s
�� Y be a Real groupoid. Let (Γ̃i ,δi ), i = 1,2 be Real graded S1,1-groupoids

over Γ
��r

s
�� Y . Suppose that (Vi ,hi ) is a Rg (Γi ,δi )-module over Γ

��r
s

�� Y , with module

structure ρi : Γ̃i −→ GLg r (Vi ), i = 1,2. Then the graded tensor product hermitian bundle

V1⊗̂V2 −→ Y together with obvious Real structure and hermitian map h = h1 ⊗h2, and

equipped with the (Γ̃1⊗̂Γ̃2,δ1⊗δ2)-module structure

ρ1⊗̂ρ2 : Γ̃1⊗̂Γ̃2 −→GLg r (V1⊗̂V2), [(γ̃1, γ̃2)] 	−→ (ρ1)γ̃1⊗̂(ρ2)γ̃2 ,

where ((ρ1)γ̃1⊗̂(ρ2)γ̃2 )(v1⊗̂v2) := (ρ1)γ̃1 (v1)⊗̂(ρ2)γ̃2 (v2) for v1⊗̂v2 ∈ V1⊗̂V2, is a Real graded

(Γ̃1⊗̂Γ2,δ1⊗δ2)-module over Γ
��r

s
�� Y . From this construction we easyli show the fol-

lowing.

Lemma 8.1.13. Suppose (Γ̃i ,δi ), i = 1,2 are RgS1-groupoids over the Real groupoid Γ
��r

s
�� Y .

Then there is a homomorphism

K̃ R(Γ̃1,δ1)(Γ
•)⊗ K̃ R(Γ̃2,δ2)(Γ

•)−→ K̃ R(Γ̃1,δ1)⊗̂(Γ̃2,δ2)(Γ
•). (8.3)
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We now define Rg twisted vector bundles over a Real groupoid.

Definition 8.1.14. Let G
��r

s
�� X be a Real groupoid with Real Haar system, and let α ∈

ȞR1(G•,Z2)× ȞR2(G•,S1). By a Rg α-twisted vector bundle we mean a Real graded (Γ̃,δ)-

module (V ,h) over a Real groupoid Γ
��r

s
�� Y Morita equivalent to G

��r
s

�� X such that

(Γ̃,Γ,δ) is a Real graded S1-central extension over G whose Dixmier-Douady class is α.

Definition 8.1.15. Let G
��r

s
�� X be a Real groupoid with Real Haar system. Given a class

α ∈ ȞR1(G•,Z2)× ȞR2(G•,S1), we define the K -theory of Rg α-twisted vector bundles over G

by

K Rα,vb(G•) :=KR(Γ̃,Γ,δ)=KR(E),

where the extension [E]= [(Γ̃,Γ,δ)] ∈�ExtR(G,S1) is such that DD(E)=α.

Forgetting the Real structures, the following proposition generalizes the homomor-

phism in twisted complex K -theory of spaces K 0
A

(X )−→ Pic(X ) constructed in [55, §6].

Proposition 8.1.16. The assignment CModR(Γ̃,δ)(Γ) 
 (V ,h) 	−→ ΛnV ∈ PicR(Γ) induces a

group homomorphism

det : K Rα,vb(G•)−→ ȞR1(G•,S1).

Proof. We showed in the proof of Lemma 8.1.3 that a Rg (Γ̃,δ)-module of rank 1 defines

an element of the Real Picard group of Γ. Further, we saw in Corollary 8.1.4 that the de-

terminant line bundle ΛnV of a Rg (Γ̃,δ)-module (V ,h) was a Rg (Γ̃,δ)-module of rank 1,

and hence an element of PicR(Γ)∼= ȞR1(Γ,S1). It moreover is straightforward to verify that

the hermitian line bundles over Γ
��r

s
�� Y associated to isomorphic Rg (Γ̃,δ)-modules are

isomorphic, and hence define the same class in PicR(Γ). The assignment CModR(Γ̃,δ)(Γ) 

[(V ,h)] 	−→ [ΛnV ] ∈ PicR(Γ) is a homomorphism of Abelian monoids from the proper-

ties of the functor Λ∗. It then extends to a group homomorphism det : K Rα,vb(G•) −→
ȞR1(Γ•,S1)∼= ȞR1(G•,S1).

Consider the Real groupoid G×Sp,q ���� X ×Sp,q . Then by cofunctoriality, the inclu-

sion map ip+q :G× {pt } �→G×Sp,q induces a homomorphism of groups

i∗p+q : K Rαp+q ,vb((G×Sp,q )•)−→K Rα,vb(G•),

where αp+q := iαp+q ∈ ȞR1((G×Sp,q )•,Z2)× ȞR2((G×Sp,q )•,S1).

Definition 8.1.17. We define the higher K Rα,vb-groups by

K Rp−q
α,vb(G•) := ker(i∗p+q ),

where i∗p+q is the homomorphism defined above.
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Definition 8.1.18. Define the K R-theory of Real vector bundles over G
��r

s
�� X as

K R∗vb(G•) :=K R∗[1],vb(G•),

where [1] is the trivial class (0,1) ∈ ȞR1(G•,Z2)× ȞR2(G•,S1).

Note that if the Rg S1-central extension E = (Γ̃,Γ,δ) of G is such that DD(E) = α, then

DD(Ep,q )=α′p+q , where Ep,q is the Rg S1-central extension of the Real groupoid

G×Rp,q ���� X ×Rp,q

given by

S1 �� Γ̃×Rp,q π×Id �� Γ×Rp,q

prΓ◦δ
��

Z2

(8.4)

where prΓ : Γ×Rp,q −→ Γ is the canonical projection. Furthermore, it is not hard to prove

the

Lemma 8.1.19. Letα ∈ ȞR1(G•,Z2)×ȞR2(G•,S1), and let E ∈�ExtR(G,S1) such that DD(E)=
α. Then for all p, q ∈N,

K Rp−q
α,vb(G•)∼=K Rα′p+q ,vb((G×Rp,q )•)=KR(Ep,q ).

Now as a consequence of Lemma 8.1.13 we get a multiplicative structure on K -theory

of Rg twisted vector bundles.

Proposition 8.1.20 (Multiplicative structure). Let α,β ∈ ȞR1(G•,Z2)× ȞR2(G•,S1). Then

there is a multiplicative structure

K R−i
α,vb(G•)⊗K R− j

β,vb(G•)−→K R−i− j
α+β,vb(G•).

Definition 8.1.21. (Compare [90, Definition 5.13]). Let F be a Real graded u.s.c Fell bun-

dle over a Real groupoid Γ
��r

s
�� Y and let A = C0(Y ;E). A (Γ,E)-equivariant Real graded

Hilbert A-module is a Real graded Hilbert A-module E together with isomorphisms of graded

Hilbert As(γ)-modules

Er (γ)⊗̂Ar (γ)Eγ −→ Es(γ)

such that

(i) over all γ ∈ Γ the following diagram commutes

Er (γ)⊗̂Ar (γ)Eγ
��

��

Es(γ)

��
Er (γ̄)⊗̂Ar (γ̄)Eγ̄

�� Es(γ̄)

where the vertical arrows are induced by the Real structures;
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(ii) over all (γ1,γ2) ∈ Γ(2) there is a commutative diagram

Er (γ1)⊗̂Ar (γ1)Eγ1⊗̂As(γ1)Eγ2
��

��

Er (γ1)⊗̂Ar (γ1γ2)Eγ1γ2

��
Er (γ2)⊗̂Ar (γ2)Eγ2

�� Es(γ2)

The product is required to be continuous in the following sense: for all ξ ∈ E and η ∈C0(Γ;E),

the function γ 	−→ ξ(r (γ))η(γ) belongs to s∗E.

Remark 8.1.22. Recall that E can be canonically identified with C0(Y ; Ẽ) where

Ẽ := ∐
y∈Y

E⊗̂A Ay −→ Y

is a Real field of graded Banach bundles such that each fibre Ẽy is a graded Hilbert Ay -

module. Hence E being (Γ,E)-equivariant means that (s∗Ẽ ,E) is a right Real graded Fell

Γ-pair over Γ (cf. Chapter 5).

Example 8.1.23. Let (Γ̃,Γ,δ) be a Real graded S1-twist, and let L = Γ̃×S1 C −→ Γ be the

associated Real graded Fell bundle. Then by using the construction of the proof of Theo-

rem 5.7.13, we see that L2(Γ;L)⊗̂Ĥ ∼= L2(Γ̃;Ĥ)S
1

is a (Γ,L)-equivariant Real graded Hilbert

A-module, where A =C0(Y ;L).

Definition 8.1.24. Suppose that E −→ Γ is a Real graded u.s.c Fell bundle and E is a Real

graded Hilbert A-module, where as usual A :=C0(Y ;E). Then we set

C(E) := {T ∈L(E) |ϕ ·T ∈K(E),∀ϕ ∈ A}.

If E is (Γ,E)-equivariant, le C(E)Γ denote the subspace of all Γ-invariant elements of C(E).

Then we define KΓ(E) to be the Real graded C∗-algebra

KΓ(E) := {T ∈C(E)Γ | ‖Tx‖ −→ 0, x −→∞, in Y /Γ}.

Example 8.1.25. Let Γ
��r

s
�� Y be a Real proper groupoid with Real Haar system, and let

(Γ̃,Γ,δ) be a Real graded S1-twist. As usual we denote by L := Γ̃×S1 C the Real graded Fell

bundle over Γ associated to (Γ̃,Γ,δ). Suppose (V ,h) is a Real graded (Γ̃,δ)-module over

Γ
��r

s
�� Y with action ρ : Γ̃ −→ GLg r (V ). Then EV := C0(Y ;V ) is a Real graded Hilbert

C0(Y )-module with respect to the inner product given by

〈ϕ,ψ〉C0(Y )(y) := 〈ϕ(y),ψ(y)〉,

where 〈·, ·〉 is the Hermitian metric of V , and the obvious Real C0(Y )-action. It is clear that

EV is (Γ,L)-equivariant with respect to the ismorphisms

Vr (γ)⊗̂C0(Y )(Γ̃γ×S1 C)−→Vs(γ), v⊗̂[γ̃, t ] 	−→ ργ̃−1 (t v). (8.5)
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Note that the grading of EV is induced from that of V . Moreover, by [90, Lemma 5.22],

IdEV ∈ C(EV ), and it is easily seen to be Γ-invariant. In particular, if Y /Γ is compact, then

IdEV ∈KΓ(EV ).

Definition 8.1.26. (Cf. [90, Definition 5.14 & Proposition 5.16]). Let E be a Real graded u.s.c

Fell bundle over a Real proper groupoid Γ
��r

s
�� Y with Real Haar system, A = C0(Y ;E)

and E a (Γ,E)-equivariant Real graded Hilbert A-module. We say that E is approximately

finitely generated projective (AFGP) if (and only if) the Real graded C∗-algebra KΓ(E) has

an aproximate unit consisting of Real projections.

In the sequel we will use this

Definition 8.1.27. A Real graded C∗-algebra A is said to be stably unital is the Real graded

C∗-algebra A⊗̂K̂0 has an approximate unit (pi ) consisting of Real projections (i.e. p̄i = pi =
p∗i = p2

i ∈ (A⊗̂K̂0)0).

Lemma 8.1.28. (Compare [90, Corollary 5.17]). Let (Γ̃,Γ,δ) be a Real graded S1,1-twist

where Γ
��r

s
�� Y is a Real proper groupoid, and let L = Γ̃×S1 C−→ Γ be the associated Real

graded Fell bundle. Then the (Γ,L)-equivariant Real graded Hilbert A-module L2(Γ̃;Ĥ)S
1

is

AFGP if and only if the Real graded C∗-algebra C∗
r (Γ;L) is stably unital.

Proof. L2(Γ̃;Ĥ)S
1

is AFGP if and only ifKΓ(L2(Γ̃;Ĥ)S1,1
) has an approximate unit consisting

of Real projections. But one has

KΓ(L2(Γ̃;Ĥ)S
1
)∼=KΓ(L2(Γ̃)S

1⊗̂Ĥ)∼=KΓ(L2(Γ;L))⊗̂K̂0,

and as we already pointed it out in the proof of Theorem 7.2.2, the isomorphism

KΓ(L2(Γ;L))⊗̂K̂0
∼=C∗

r (Γ;L)⊗̂K̂0

of [90, Proposition 4.3] is easily seen to respect the gradings and the Real structures.

Corollary 8.1.29. Let Γ
��r

s
�� Y be a Real proper groupoid. Then L2(Γ)⊗̂Ĥ is AFGP if and

only if the Real (trivially graded) C∗-algebra C∗
r (Γ) is stably unital.

Proof. Consider the trivial Real twist (Γ× S1,1,Γ,0). Then as a particular case of Exam-

ple 8.1.23, L2(Γ)⊗ Ĥ is a (Γ,C)-equivariant Real graded Hilbert C0(Y )-module, where the

grading is that of Ĥ, and we have abusively denoted C for the trivial line bundle Γ×C−→C.

It then suffices to apply the previous lemma to L2(Γ)⊗Ĥ.
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8.2 Case of oriented twistings

It is natural to expect the groups K R∗
α,vb(G•) to be linked to K R∗α(G•). What we are doing

first is to construct a homomorphism from the K -theory groups of Real graded α-twisted

vector bundles over G
��r

s
�� X to K R∗α(G•).

Let (Γ̃,Γ,δ) be a Real graded S1,1-twist and let L := Γ̃×S1,1 C −→ Γ be the associated

Real graded Fell bundle. Suppose that CModR(Γ̃,δ)(Γ) is not the empty set. Let (V ,h) be a

Real graded (Γ̃,δ)-module over Γ
��r

s
�� Y . Then by (8.5), (s∗V ,L) is a Real graded (right)

Fell Γ-pair over Γ (where the latter is considered as a right Real Γ-space) by setting for all

(γ1,γ2) ∈ Γ(2),

Vs(γ1)× (Γ̃γ1 ×S1,1 C) −→ Vs(γ1γ2)

(v, [γ̃2, t ]) 	−→ v · [γ̃2, t ] := ργ̃−1
2

(t v).
(8.6)

These maps are clearly compatible with the gradings (since deg (ργ̃)= δ(π(γ̃)) for all γ̃ ∈ Γ̃)

and the Real structures (since ρ is a Real homomorphism). Next, we define a Real graded

L-valued inner product on s∗V (cf. Definition 5.3.8) by setting for all γ1,γ2 ∈ Γ such that

r (γ1)= r (γ2):

s∗V γ1 × s∗Vγ2 −→ L<γ1,γ2>Γ = Γ̃γ−1
1 γ2

×S1,1 C

(v�, w) 	−→ 〈v, w〉L := [γ̃−1
1 γ̃2,〈ργ̃−1

2 γ̃1
(v), w〉] (8.7)

It turns out that Cc (Γ; s∗V )=Cc (Γ; s∗V 0)⊕Cc (Γ; s∗V 1) is a Real graded pre-inner prod-

uct Cc (Γ;L)-module with respect to the Real graded Cc (Γ;L)-action and Cc (Γ;L)-valued

inner product 〈· , ·〉
	

induced by (8.6) and (8.7) on Cc (Γ; s∗V ) (cf. Proposition 5.4.10).

Definition 8.2.1. Let (Γ̃,Γ,δ), L −→ Γ, and (V ,h) be as above. Then by E(V ) we denote the

Real graded Hilbert C∗
r (Γ;L)-module defined as the completion of Cc (Γ; s∗V ) with respect to

the norm ‖φ‖	 := ‖〈φ , φ〉
	
‖

1
2
C∗

r (Γ;L) for φ ∈Cc (Γ; s∗V ).

Definition 8.2.2. If W −→ X is a Real graded vector bundle over the Real space X , then

for all Real graded homomorphism f : W −→W , we define the Real graded linear operator

F f :Cc (X ;W )−→Cc (X ;W ) by the formula

F f (φ)(x) := f (φ(x)), ∀φ ∈Cc (X ;W ), x ∈ X .

Lemma 8.2.3. Let (Γ̃,Γ,δ) be a Real graded S1,1-twist, L −→ Γ its associated Real graded

Fell bundle, and let (V ,h) be a Real graded (Γ̃,δ)-module over Γ
��r

s
�� Y . Then the map

Fh : Cc (Γ; s∗V )−→ Cc (Γ; s∗V ) extends to a Real degree 1 bounded self-adjoint operator Fh ∈
L(E(V )) verifying

F 2
h −1 ∈K(E(V )). (8.8)
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In other words, the triple (E(V ),C · Id,Fh) is a Real graded Kasparov C-C∗
r (Γ;L)-bimodule;

i.e. (E(V ),C · Id,Fh) ∈ ER(C,C∗
r (Γ;L)).

Proof. For (v, [γ̃2, t ]) ∈Vs(γ1)×Lγ2 , we have h(v · [γ̃2, t ])= h(ργ̃−1
2

(t v))= ργ̃−1
2

(th(v))= h(v) ·
[γ̃2, t ], thanks to Definition 8.1.2 (iii). We hence may remark that the map h is invariant

with the respect to the L-action (8.6) on s∗V . Thus, for all φ ∈ Cc (Γ; s∗V ),ξ ∈ Cc (Γ;L), we

have

Fh(φ ·ξ)(γ)=h

(∫
Γs(γ)

φ(γ · g )ξ(g−1)dμs(γ)(g )

)
=
∫
Γs(γ)

h(φ(γ · g ))ξ(g−1)dμs(γ)(g )

=(Fh(φ) ·ξ)(γ), ∀γ ∈ Γ;

which shows that Fh is Cc (Γ;L)-linear.

To see that Fh is adjointable, notice that for all (v�, w) ∈ s∗V γ1 × s∗Vγ2 where r (γ1) =
r (γ2), one has 〈h(v), w〉L = 〈v,h∗(w)〉L = 〈v,h(w)〉 since h is hermitian, where h∗ : V −→V

is the adjoint of h with respect to the fibrewise the scalar product 〈·, ·〉 of V . Now if φ,ψ ∈
Cc (Γ; s∗V ), then for all γ ∈ Γ:

〈Fhφ , ψ〉
	

(γ)=
∫
Γs(γ)

〈h(φ(g−1 ·γ−1)),ψ(g−1)〉Ldμs(γ)(g )

=
∫
Γs(γ)

〈φ(g−1 ·γ−1),h∗(ψ(g−1))〉Ldμs(γ)(g )

=〈φ , Fh∗ψ〉	(γ).

Hence F∗h = Fh∗ = Fh , so that Fh is bounded and extends to a self-adjoint operator Fh ∈
L(E(V )). Moreover, Fh is Real and of degree 1 since h is. Indeed, if writting h as a matrix

h =
(

0 h1

h∗1 0

)
, where h1 : V 1 −→ V 0 and h∗1 : V 0 −→ V 1 is the (fibrewise) adjoint of h1, we

see that

Fh :=
(

0 Fh1

Fh∗1 0

)
=
(

0 Fh1

F∗h1
0

)
, (8.9)

where Fh1 : Cc (Γ; s∗V 1) −→ Cc (Γ; s∗V 0),F∗h1
: Cc (Γ; s∗V 0) −→ Cc (Γ; s∗V 1) are the obvious

Cc (Γ;L)0-linear operators.

Now to verify (8.8), since V is of finite rank n, we may, without loss of generality, assume

that V is trivial (and moreover Γ̃∼= Γ×S1,1). Then h expresses into a hermitian n×n-matrix,

and E(V ) identifies to the Real (trivially graded) projective Hilbert (right) C∗
r (Γ)-module

C∗
r (Γ)n . It turns out that L(E(V )) consists of compact operators.

Proposition 8.2.4. Let G
��r

s
�� X be a Real groupoid with Real Haar system. Letα ∈ ȞR1(G•,Z2)×

ȞR2(G•,S1,1), and E= (Γ̃,Γ,δ) ∈�ExtR(G,S1,1) such that DD(E)=α. Suppose that CModR(Γ̃,δ)(Γ)
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is not empty. Then the process consisting of associating to each Real graded (Γ̃,δ)-module

(V ,h) the Kasparov module (E(V ),C · Id,Fh) induces a homomorphism of abelian groups

ωα : K R0
α,vb(G•)−→K R0

α(G•).

Proof. In view of Lemma 8.2.3, associated to every Real graded (Γ̃,δ)-module (V ,h), there

is a Kasparov module (E(V ),C · Id,Fh) ∈ ER(C,C∗
r (Γ;L)). Further, it is not hard to show that

every isomorphism of Real graded (Γ̃,δ)-modules u : (V1,h1) −→ (V2,h2) over Γ
��r

s
�� Y

induces a unitary equivalence between

(E(V1),C · Id,Fh1 )∼ (E(V2),C · Id,Fh2 )

in ER(C,C∗
r (Γ;L)). We then have a well defined map

ω̃α : CModR(Γ̃,δ)(Γ)−→K K R(C,C∗
r (Γ;L))∼=K K R(C,C∗

r (E)).

That ω̃α is a homomorphism of abelian monoids is also obvious; for if (V ,hV ) and (W,hW )

are Real gradedα-twisted vector bundles relative to (Γ̃,Γ,δ), thenCc (Γ; s∗(V⊕W ))∼=Cc (Γ; s∗V )⊕
Cc (Γ; s∗W ) and with respect to this decomposition we have E(V ⊕W ) ∼= E(V )⊕E(W ) are

Real graded Hilbert C∗
r (Γ;L)-module. Now from the universality of the Grothendieck group

(see [42, §1.1, Chap.II]), ω̃α induces a homomorphism ωα : K R0
α,vb(G•)−→K R0

α(G•).

Now we are concerned with proving the following result which is the "Real graded"

version of [90, Theorem 5.28].

Theorem 8.2.5. Let G
��r

s
�� X be a locally compact Hausdorff second-countable Real proper

groupoid such that X /G is compact. Let A be an oriented Real graded D-D bundle of type

0 over G with Dixmier-Douady class α= (0,c) ∈ ȞR1(G•,Z2)× ȞR2(G•,S1,1). Let E= (Γ̃,Γ,0)

be a Real (trivially graded) S1,1-extension of G such that DD(E)=α. Suppose that

(a) L2(Γ)⊗Ĥ is AFGP;

(b) there is exists a Real graded α-twisted vector bundle (relative to E).

Then the map ωα : K R0
α,vb(G•)−→K R0

α(G•) is an isomorphism.

Remark 8.2.6. Let Γ
��r

s
�� Y be a Real proper groupoid such that Y /Γ is compact. Then

C∗
r (Γ)⊗ K̂0

∼=KΓ(L2(Γ)⊗ Ĥ) ∼= C0(Y ;K(@L2(Γ)⊗ Ĥ))Γ. It follows that the (Γ,C)-equivariant

Real graded Hilbert C0(Y )-module L2(Γ)⊗Ĥ being AFGP means that there exists a sequence

(pn)n such that

(i) pn = (pn(y))y∈Y is a Γ-equivariant continuous section of the field of compact opera-

tors K(@L2(Γ)⊗Ĥ)−→ Y ;
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(ii) for all n, y 	−→ pn(y) is Real; i.e. pn(ȳ)= pn(y) for all y ∈ Y ;

(iii) pn(y) is a finite rank projection for all y ∈ Y ,

(iv) for every ξ ∈Cc (Y ;@L2(Γ)⊗Ĥ), (pnξ)(y)−→ ξ(y) uniformly on Y when n −→∞.

In the proof of Theorem 8.2.5 we will use the following result which is in some sense a

generalisation of the well known Serre-Swan theorem.

Proposition 8.2.7. Assume (Γ̃,Γ,δ) is a Real graded S1,1-twist where Γ
��r

s
�� Y is a Real

proper groupoid such that Y /Γ is compact. Let L := Γ̃×S1,1 C −→ Γ be the associated Real

graded Fell bundle. Consider the categoryP(Γ,L) of pairs (E ,F ) consisting of a (Γ,L)-equivariant

Real graded Hilbert C0(Y )-modules E such that IdE ∈KΓ(E) and a degree 1 self-adjoint Real

operator F ∈L(E). Then the functor from the category of Real graded (Γ̃,δ)-modules to the

category P(Γ,L) , defined by

Φ : (V ,h) 	−→ (C0(Y ;V ),F ),

where F (φ)(y) := h(φ(y)) forφ ∈C0(Y ;V ), is an equivalence of categories. Therefore, K R0
α,vb(G•)

is isomorphic to the Grothendieck group of the category P(Γ,L).

Proof. This is but the Real graded analogue of Proposition 5.27 in [90]. We however should

show how the inverse functor is defined in our context. Suppose E is a (Γ,L)-equivariant

Real graded Hilbert C0(Y )-module such that IdE ∈ KΓ(E), and F ∈ L(E)1 is self-adjoint.

Consider the graded Hilbert space Vy := E⊗̂evyC (whose grading is given by that of E), and

the continuous field of graded Hilbert spaces V := ∐Y Vy −→ Y equipped with the Real

structure Vy −→ Vȳ induced by ξ⊗̂evyλ 	−→ ξ̄⊗̂evy λ̄, where ξ̄ is the image of ξ ∈ E by the

Real structure of E . Then E ∼= C0(Y ;V ) as Real graded Hilbert C0(Y )-module. Moreover,

by applying Swan theorem to E on each compact Real subspace K ⊂ Y , it is easy to see

that V −→ Y is in fact a Real graded hermitian vector bundle. Now we define the hermi-

tian degree 1 endomorphism h by setting for all y ∈ Y , hy (ξ⊗̂evyλ) := F (ξ)⊗̂evyλ, so that

through the isomorphism E ∼= C0(Y ;V ), we have F (φ)(y) = hy (φ(y)), for all φ ∈ C0(Y ;V ).

The Real graded (Γ̃,δ)-module structure ρ : Γ̃ −→ GLg r (V ) over (V ,h) is induced by the

isomorphisms Es(γ)⊗̂(Γ̃γ−1 ×S1,1 C)
∼=−→ Er (γ); i.e. for γ̃ ∈ Γ̃, we set

ργ̃(ξ⊗̂λ) := (ξ⊗̂[γ̃−1,1])⊗̂λ,

for ξ⊗̂λ ∈Vs(γ) where γ ∈ Γ is such that π(γ̃)= γ.

Proof of Theorem 8.2.5. Observe that since C∗
r (Γ;L) is trivially graded, then using the Fred-

holm picture of K R0(A�rG)=K R0(C∗
r (Γ;L)), K Rα(G•) is isomorphic to the group of homo-

topy classe of degree 1 Real operators F =
(

0 S

T 0

)
∈L(C∗

r (Γ;L)⊗H) such that ST−1,T S−1 ∈
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K(C∗
r (Γ;L)⊗H), where the ungraded infinite dimensional Hilbert space H is equipped

with a Real structure of the type JR (cf. Section ?? in Appendix A). Hence since any approx-

imate unit (pn)n consisting of Real projections of the Real graded C∗-algebra C∗
r (Γ;L)⊗̂K̂0

is in fact an approximate unit consisting of projections of the ungraded Real C∗-algebra

C∗
r (Γ;L)⊗K(H), we obtain an inverse map

ω′α : K Rα(G•)−→K R0
α,vb(G•)

for ωα from the same constructions as that of [46, p.556] and [90, p.888] (note that the

picture of K R0
α,vb(G•) used here is the one given by Proposition 8.2.7).

8.3 Twisted equivariant K R-theory, and Twisted represen-

tation rings

In this section we focus on the study of the twisted K Rvb-theory of transformation

Real groupoids. Recall that if G is a Real group acting (on the right, say) on a Real space

X , then the Real groupoid X �G ���� X has unit Real space X , morphisms (x, g ) ∈ X ×
G , source and range maps s(x, g ) := xg ,r (x, g ) := x, inverse (x, g )−1 := (xg , g−1), partial

product (x, g )(xg ,h) := (x, g h), and Real structure (x, g ) := (x̄, ḡ ).

Definition 8.3.1. Let G be a compact Real group acting on a locally compact Hausdorff Real

space X . Letα ∈ ȞR1(G•,Z2)×ȞR3(G•,Z0,1). Let α̃ ∈ ȞR1((X�G)•,Z2)×ȞR3((X�G)•,Z0,1)

be the pull-back of α along the projection πG : X �G −→ G. Then we define the twisted

equivariant K R-theory of X by

K R∗G ,α(X ) :=K R∗α̃,vb((X �G)•).

Similarly, when G and X are equipped with the trivial involutions, one defines twisted

equivariant KO-theory K R∗G ,α(X ), for α ∈ ȞR1(G•,Z2)× ȞR2(G•,Z2).

Notice that this definition is the Real version of Adem-Ruan’s twisted equivariant K -

theory (see [1, Section 7] or [2, §3.6]); it also agrees, in the complex case, with the Freed-

Hopkins-Teleman’s twisted form of equivariant K -theory (see [30, Examples 1.10, 1.12, &

1.13]).

Definition 8.3.2. (Compare [1, Definition 7.1]). A Real graded α̃-twisted vector bundle over

X �G ���� X will be simply called an α-twisted Real G-bundle over X .

Remark 8.3.3. Suppose that α = 0. Then it is easy to see that there is bijection between α-

twisted Real G-bundles over X and Rg hermitian G-equivariant vector bundles over X . In

other words, K R∗G (X ) :=K R∗G ,0(X ) is the equivariant analog of Atiyah’s K R-theory.
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Definition 8.3.4. Let G be a compact Real group. Let α ∈ ȞR1(G•,Z2)× ȞR3(G•,Z0,1). We

define the α-twisted Real representation ring of G as

RRα(G) :=K RG ,α({pt }).

Similarly, one defines ROα(G), when G is endowed with the trivial involution.

We will write RR(G) (resp. RO(G)) instead of RRα(G) (resp. ROα(G)) if α is trivial.

Remark 8.3.5. We shall remark that RR(G) is nothing but the subgroup of the represen-

tation ring R(G) consisting of isomorphism classes of graded complex G-modules M (with

G-invariant hermitian forms) that are the complexifications of graded real G-modules with

G-invariant metric. Hence, by [38, Theorem 11.4], we have RR(G)∼=RO(G).

The following is the analog of [1, Lemma 7.3] whose proof is almost the same as in the

untwisted complex case (see [82, Proposition 2.2]); we then omit the proof.

Proposition 8.3.6. . Suppose the compact Real group G acts trivially on the Real space X .

Then for α ∈ ȞR1(G•,Z2)× ȞR3(G•,Z0,1), there is a natural isomorphism

RRα(G)⊗K R(X )
∼=−→K RG ,α(X ).

Corollary 8.3.7. We have K R∗G ,α({pr })∼=RRα(G)⊗K R∗({pt }).

Proof. Consider the Real space Rp,q acted upon by G by the trivial Real action. Then we

have K RG ,α(Rp,q ) ∼= RRα(G)⊗K R(Rp,q ), by Proposition 8.3.6. Note that K RG ,α(Rp,q ) =
K Rp−q

G ,α ({pt }), thanks to Lemma 8.1.19; we deduce the result from the fact that K R(Rp,q )=
K Rp−q ({pt }) by Bott periodicity in K R-theory.

We are now going to study periodicity in twisted equivariant K R-theory.

Suppose that α corresponds to a Rg S1-central extension

S1 �� G̃α �� G

δ

��
Z2

Anα-twisted G-bundle V over X is in fact a Rg G̃α-equivariant hermitian vector bundle

over X , and hence defines an element in K RG̃α(X ). As in the complex case ( [30, Example

1.10], and [1, p.23]), K RG ,α(X ) may then be seen as the subgroup of K RG̃α(X ) generated by

isomorphism classes of Rg G̃α-equivariant vector bundles that restrict to multiplication by

scalars on the center S1 ⊂ G̃α. Thus,

Proposition 8.3.8 (Bott periodicity). Suppose X is a compact Real space acted upon by a

compact Real group G. Let α be as previously. Then

K R−n−8
G ,α (X )∼=K R−n

G ,α(X ).
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Proof. The compact Real group G̃α acts on X through the projection G̃α −→G (this does

make sense since S1 acts trivially on X ). Denote by Γ the transformation Real groupoid

X �G̃α �� X . Then L2(Γ)⊗̂Ĥ is AFGP, thanks to [90, Corollary 5.21]. Thus, from The-

orem 8.2.5, we have K R∗
G̃α(X ) = K R∗(Γ•). Therefore, K R∗−8

G̃α (X ) ∼= K R∗
G̃α(X ). The result

then follows from the 8-periodicity of twisted groupoid K R-theory (cf. Chapter 6) and the

observations made just before the proposition.
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9
Real K KG-theory via correspondences and

the Thom Isomorphism

A generalization of Le Gall’s groupoid equivariant K K -theory has arisen in [90] to the

larger framework of groupoid actions by Morita equivalences. This chapter is devoted to

the study of that theory in the category of Rg C∗-algebras acted upon by Real groupoids.

Then we will establish the Thom isomorphism in groupoid twisted K R-theory.

9.1 C∗-correspondences and generalized actions

This section is essentially an adaptation of [90, §6.2] to Real graded C∗-algebras.

Definition 9.1.1. Let A and B be Real graded C∗-algebras. A C∗-correspondence from A

to B is a pair (E,ϕ) where E is a Real graded Hilbert (right) B-module, and ϕ : A −→ L(E)

is a non-degenerate homomorphism of Real graded C∗-algebras. We then view E as a Real

graded left A-module by a ·e :=ϕ(a)e. When there is no risk of confusion we will write AEB

for the C∗-correspondence (E,ϕ). We also say that E is a Real graded A,B-correspondence.

Definition 9.1.2. If (E,ϕ) and (F,ψ) are C∗-correspondences from A to B and from B to C ,

respectively, we define the C∗-correspondence (F,ψ) ◦ (E,ϕ) from A to C by (E⊗̂ψF,ϕ⊗̂1);

this C∗-correspondence is called the composition of (F,ψ) by (E,ϕ).

Definition 9.1.3. An isomorphism of C∗-correspondences from AEB to AFB is a Real degree

0 unitary u ∈LB (E,F) such that u ◦ϕE(a)=ϕF(a)◦u for all a ∈ A.

Definition 9.1.4. Let G be a Real groupoid, and A a Real graded C∗-algebra. A generalized

G-action on A consists of a Real graded u.s.c. Fell bundle A −→G such that A ∼=C0(G(0);A ),

where, as usual, we have denoted C0(G(0);A ) for C0(G(0);A|G(0) ).

Example 9.1.5. If A −→ G(0) is a Real u.s.c. G-field of graded C∗-algebras, then the Real

graded u.s.c. Fell bundle s∗A−→G is a generalized G-action on A =C0(G(0);A).

201
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Remark 9.1.6. As mentioned in [90, §6.2], a generalized action is in fact an action by Morita

equivalences, which justifies the terminology. Indeed, if A is a generalized G-action on A,

then from the properties of Fell bundles we see that for g ∈ G, Ag−1 is a graded As(g )-Ar (g )-

Morita equivalence.

Denote by i : G −→ G the inversion map. If A is a Real graded C∗-algebra endowed

with a generalized G-action A , we define Fb(i∗A ) as the Real graded Banach algebra of

norm-bounded continuous functions vanishing at infinity a′ :G 
 g 	−→ a′g ∈Ag−1 ; the Real

structure is given by (ā′)g := (a′ḡ ), and the grading is inherited from that of A . Observe that

Fb(i∗A ) is naturally a Real graded (right) Hilbert r ∗A-module under the module structure

(a′ ·a)g := a′g ·ag , for a′ ∈Fb(i∗A ), a ∈ r ∗A =C0(G;r ∗(AX )),

and the graded scalar product

〈a′, a"〉g := (a′g )∗ ·a"g , a′, a" ∈Fb(i∗A ).

Also, Fb(i∗A ) has the structure of Real graded s∗A-module by setting

(ξ ·a′)g := ξ(g ) ·a′g , for ξ ∈ s∗A, a′ ∈Fb(i∗A ), and g ∈G.

Moreover, we have the following straightforward lemma.

Lemma 9.1.7. Let (E,ϕ) be a C∗-correspondence from A to B, and let A and B be gener-

alized G-actions on the Real graded C∗-algebras A and B, respectively. Then, we have two

C∗-correspondences s∗A(Fb(i∗A )⊗̂r∗Ar ∗E)r∗B and s∗A(s∗E⊗̂s∗BFb(i∗B))r∗B with respect to

the maps

Id⊗̂r ∗ϕ : s∗A −→Lr∗B (Fb(i∗A )⊗̂r∗Ar ∗E),

and

s∗ϕ⊗̂Id : s∗A −→Lr∗B (s∗E⊗̂s∗BFb(i∗B)),

respectively.

We now give the definition of equivariant C∗-correspondence.

Definition 9.1.8. Let A,B ,A ,B,E be as above. A C∗-correspondence AEB is saidG-equivariant

if there is an isomorphism of C∗-correspondences

W ∈L(s∗E⊗̂s∗BFb(i∗B),Fb(i∗A )⊗̂r∗Ar ∗E),

such that for every (g ,h) ∈G(2), the following diagram commutes
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Es(h)⊗̂Bs(h)Bh−1⊗̂Br (h)Bg−1

Wh⊗̂Br (h)
IdB

g−1
�� Ah−1⊗̂Ar (h)Es(g )⊗̂Bs(g )Bg 1

IdA
h−1 ⊗̂Ar (g )Wg

��
Es(g h)⊗̂Bs(g h)Bh−1g−1

Wg h

�������������������
Ah−1⊗̂Ar (h)Ag−1⊗̂Ar (g )Er (g )

�����������������

Ah−1g−1⊗̂Ar (g h)Er (g h)

(9.1)

where the isomorphisms Ah−1⊗̂Ar (h)Ag−1 ∼= Ah−1g−1 and Bh−1⊗̂Bs(g )Bg−1 ∼= Bh−1g−1 come

from the properties of Fell bundles.

Lemma 9.1.9. Let A,B, and C be Real graded C∗-algebras endowed with generalized G-

actions A ,B, and C , respectively. If AEB , and BFC are G-equivariant C∗-correspondences,

their compositionF◦E is aG-equivariant Real graded A,C -correspondence. Therefore, there

is a category CorG whose objects are Real graded C∗-algebras endowed with generalized G-

actions, and whose morphisms are isomorphism classes of equivariant correspondences.

Proof. Suppose W ′ ∈Lr∗B (s∗E⊗̂s∗BFb(i∗B),Fb(i∗A )⊗̂r∗Ar ∗E) is an isomorphism of Real

graded s∗A,r ∗B-correspondences and W ′′ ∈ Lr∗C (s∗F⊗̂s∗CFb(i∗C ),Fb(i∗B)⊗̂r∗B r ∗F) is

an isomorphism of s∗B ,r ∗C -correspondences implementing G-equivarience. We define

the isomorphism of Real graded s∗A,r ∗C -correspondences

W : s∗(E⊗̂ψF)⊗̂s∗CFb(i∗C )−→Fb(i∗A )⊗̂r∗Ar ∗(E⊗̂ψF)

by setting W := (W ′⊗̂r∗B Idr∗F)◦ (Ids∗E⊗̂s∗B W ′′), via the identification

s∗(E⊗̂ψF)∼= s∗E⊗̂s∗B s∗F

r ∗(E⊗̂ψF)∼= r ∗E⊗̂r∗B r ∗F.

Now it is straightforward that commutativity of the diagram (9.1) holds for W .

9.2 The K K RG-bifunctor

To define the equivariant K K R-groups, we also need some more notions (cf. [24, Ap-

pendix A], [90, Definition 6.5]). Let A, B be Real graded C∗-algebras. Let E1 be Real graded

Hilbert A-module, and E2 a Real graded A,B-correspondence. Put E=E1⊗̂AE2. For ξ ∈E1,

let Tξ ∈LB (E2,E) be given by Tξ(η) := ξ⊗̂Aη (with adjoint given by T ∗
ξ

(ξ1⊗̂Aη) := 〈ξ,ξ1〉η).

Observe that Tξ = Tξ̄, so that Tξ is Real if and only if ξ is.
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Definition 9.2.1. Let A,B, E1, and E2 be as above. Let F2 ∈L(E2), and F ∈L(E). We say that

F is an F2-connection for E1 if for every ξ ∈E1:

TξF2− (−1)|ξ|·|F2|F Tξ ∈K(E2,E),

F2T ∗
ξ − (−1)|ξ|·|F2|T ∗

ξ F ∈K(E,E2).

Remark 9.2.2. It is easy to check that F is an F2-connection for E1 if and only if for every

ξ ∈E1,

[θξ,F2⊕F ] ∈K(E2⊕E),

where θξ :=
(

0 T ∗
ξ

Tξ 0

)
∈LB (E2⊕E) ( [85, Definition 8]).

Definition 9.2.3. Let A and B be Rg C∗-algebras endowed with generalized Real G-actions.

A G-equivariant (or just equivariant if G is understood) Kasparov A,B-correspondence is a

pair (E,F ) where E is a G-equivariant Rg A,B-correspondence, F is a Real operator of degree

1 in L(E) such that for all a ∈ A,

(i) a(F −F∗) ∈K(E);

(ii) a(F 2−1) ∈K(E);

(iii) [a,F ] ∈K(E);

(iv) W (s∗F ⊗̂s∗B Id)W ∗ ∈L(Fb(i∗A )⊗̂r∗Ar ∗E) is an r ∗F -connection for Fb(i∗A ).

We say that (E,F ) is degenerate if the elements

a(F −F∗), a(F 2−1), [a,F ], and [θξ,r ∗F ⊕W (s∗F ⊗̂s∗B Id)W ∗]

are 0 for all a ∈ A,ξ ∈Fb(i∗A ).

Remark 9.2.4. Suppose G acts on A and B by automorphisms and AEB is a G-equivariant

Rg A,B-correspondence. Then the isomorphism W induces a continuous family of graded

isomorphisms W̃g :Es(g ) −→Er (g ) via the identifications

Es(g )⊗̂Bs(g )Br (g )
∼=Es(g )⊗̂Bs(g )Bs(g )

∼=Es(g ), and Ar (g )⊗̂Ar (g )Er (g )
∼=Er (g ).

Note that from the commutativity of (9.1), W̃ verifies W̃g h = W̃g ◦ W̃h for all (g ,h) ∈ G(2);

so that W̃ is a Rg G-action by automorphisms on E. Moreover, it is straightforward to see

that the map ϕ : A −→L(E) is G-equivariant; i.e. W̃gϕ(a)W̃ ∗
g = ϕ(αg (a)) for all g ∈ G and

a ∈ As(g ). Now, if (E,F ) is a G-equivariant Kasparov A,B-correspondence, then condition

(iv) of Definition 9.2.3 implies that W̃g Fs(g )W̃ ∗
g −Fr (g ) ∈K(Er (g )) for all g ∈ G (take ξ = 0),

so that we recover Le Gall’s definition of an equivariant Kasparov bimodule ( [52, Definition

4.1.2]). We will then refer to condition (iv) as the condition of invariance modulo compacts.
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Definition 9.2.5. Two equivariant Kasparov A,B-correspondences (Ei ,Fi ), i = 1,2 are uni-

tarily equivalent if there exists an isomorphism of Real graded A,B-correspondences u ∈
L(E1,E2) such that F2 = uF1u∗; in this case we write (E1,F1)∼u (E2,F2). The set of unitarily

equivalence classes of equivariant Kasparov A,B-correspondences is denoted by ERG(A,B).

Let the C∗-algebra A be endowed with a generalized G-action A . Then the Real graded

C∗-algebra A[0,1] := C([0,1], A) (with the gradding (A[0,1])i = Ai [0,1], i = 0,1, and Real

structure f̄ (t ) := f (t ), for f ∈ A[0,1], t ∈ [0,1]) is equipped with the generalized G-action

given by the Real graded u.s.c Fell bundle A [0,1]−→G with (A [0,1])g =Ag [0,1].

Definition 9.2.6. Let A and B be Rg C∗-algebras endowed with generalized Real G-actions.

A homotopy in ERG(A,B) is an element (E,F ) ∈ ERG(A,B [0,1]). Two elements (Ei ,Fi ), i =
0,1 of ERG(A,B) are said to be homotopically equivalent if there is a homotopy (E,F ) such

that (E⊗̂ev0 B ,F ⊗̂ev0 Id)∼u (E0,F0), and (E⊗̂ev1 B ,F ⊗̂ev1 Id)∼u (E1,F1), where for all t ∈ [0,1],

the evolution map evt : B [0,1] −→ B is the sujective Rg ∗-homomorphism evt ( f ) := f (t ).

The set of homotopy classes of elements of ERG(A,B) is denoted by K K RG(A,B).

Example 9.2.7. Let A be a Rg C∗-algebra equipped with a generalized Real G-action. Then

there is a canonical element 1A ∈K K RG(A, A) given by the class of the equivariant Kasparov

A, A-correspondence (A,0), where A is naturally viewed as a Rg A, A-correspondence via the

homomorphism A −→LA(A)= A defined by left multiplication by elements of A.

Definition 9.2.8. Given two elements x1, x2 ∈ K K RG(A,B), their sum is given by x1⊕ x2 =
(E1⊕E2,F1⊕F2), where (Ei ,Fi ), i = 1,2 is any representative of xi .

Let A,B , and D be Rg C∗-algebras endowed with the generalized Real G-actions A ,B,

and D , respectively. Then the Rg C∗-algebras A⊗̂C0(X )D ∼= C0(X ;A ⊗̂X D) and B⊗̂C0(X )D ∼=
C0(X ;B⊗̂X D) are provided with the generalized Real G-actions given by the Rg u.s.c. Fell

bundles A ⊗̂GD −→G and B⊗̂GD −→G. Now if AEB is aG-equivariant C∗-correspondence

via the non-degenerate homomorphism ϕ : A −→L(E), it is easy to see that E⊗̂A A⊗̂C0(X )D

is a G-equivariant A⊗̂C0(X )D,B⊗̂C0(X )D-correspondence via the map

ϕ⊗̂IdA⊗̂IdD : A⊗̂C0(X )D −→LB⊗̂C0(X )D (E⊗̂A A⊗̂C0(X )D).

We therefore may give the same construction as in [52, Définition 4.2.1].

Definition 9.2.9. Let A,B, and D be as above. We define a group homomorphism

τD : K K RG(A,B)−→K K RG(A⊗̂C0(X )D,B⊗̂C0(X )D)

by setting

τD ([E,F ]) := [(E⊗̂A A⊗̂C0(X )D,F ⊗̂1A⊗̂1D )], for [(E,F )] ∈K K RG(A,B).
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The following can be proven as in the standard case where no generalized actions are

involved (see [46, §4]).

Proposition 9.2.10. Under the operations of direct sum, K K RG(A,B) is an abelian group.

Moreover, the assignement (A,B) 	−→ K K RG(A,B) is a bifunctor, covariant in B and con-

travariant in A, from the category CorG to the category Ab of abelian groups

Note that the inverse of an element x ∈ K K RG(A,B) is given by the class of (−E,−F ),

where (E,F ) is a representative of x,−E is the Real graded A,B-correspondence given by E

with the opposite grading (i.e. (−E)i = E1−i , i = 0,1) and the same Real structure, and the

non-degenerate homomorphism of Real graded C∗-algebras −ϕ : A→L(−E) defined by

−ϕ(a) :=
(

0 1E1

1E0 0

)
ϕ(a), ∀a ∈ A.

Also, as in the usual case, degenerate elements are homotopically equivalent to (0,0), so

that they represent the zero element of K K RG(A,B).

Remark 9.2.11. One recovers Kasparov’s K K R(A,B) of [46] by taking the Real groupoid G to

be the point. Indeed, in this case we may omit condition (iv) of Definition 9.2.3 since, thanks

to (9.1), the automorphism W :E−→E is in fact equal to the identity.

Higher K K RG-groups are defined in an obvious way. Given a Rg C∗-algebra A endowed

with a generalized G-action A −→G, the Rg u.s.c. Fell bundle

A ⊗̂Clp,q :=∐
g∈G

Ag ⊗̂Clp,q

over G is a generalized G-action on the the Rg C∗-algebra

Ap,q := A⊗̂Clp,q
∼=C0(X ;A ⊗̂Clp,q ).

Definition 9.2.12. Let A,B be Rg C∗-algebras endowed with generalized G-actions. Then,

the higher K K RG-groups K K RG, j (A,B) are defined by

K K RG, j (A,B)=K K R− j
G

(A,B) :=
{

K K RG(A j ,0,B)∼=K K RG(A,B0, j ), if j ≥ 0

K K RG(A− j ,0,B)∼=K K RG(A,B0,− j ), if j ≤ 0

Let us outline the construction of the Kasparov product in groupoid equivariant K K R-

theory. To do this, we need the following

Theorem 9.2.13. (cf. [90, Theorem 6.9]). Let A,D and B be separable Rg C∗-algebras en-

dowed with generalized Real G-actions. Let (E1,F1) ∈ ERG(A,D), (E2,F2) ∈ ERG(D,B). De-

note by E the Rg G-equivariant A,B-correspondence E=E1⊗̂DE2. Then the set F1#̂F2 of Real

operators F ∈L(E) such that
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• (E,F ) ∈ERG(A,B);

• F is a F2-connection for E1;

• ∀a ∈ A, a[F1⊗̂D 1,F ]a∗ ≥ 0 modulo K(E)

is non-empty.

Now from this theorem, the Kasparov product

⊗̂G,D : K K RG(A,D)⊗D K K RG(D,B)−→K K RG(A,B) (9.2)

of [(E1,F1)] ∈K K RG(A,D) and [(E2,F2)] ∈K K RG(D,B) is defined by

[(E1,F1)]⊗̂D [(E2,F2)] := [(E,F )], (9.3)

where E := E1⊗̂E2 and F ∈ F1#̂F2. It is not hard to see that as in the complex case where

the C∗-algebras are equipped with G-actions by automorphisms (see [52]), this product

is well-defined, bilinear, associative, homotopy-invariant, covariant with respect to B and

contravariant with respect to A.

More generally, we have

Theorem 9.2.14. Let A1, A2B1,B2 and D be separable Rg C∗-algebras endowed with gener-

alized Real G-actions. Then, the product (9.2) induces an associative product

K K RG,i (A1,B1⊗̂C0(X )D)⊗D K K RG, j (D⊗̂C0(X ) A2,B2)−→K K RG,i+ j (A1⊗̂C0(X ) A2,B1⊗̂C0(X )B2).

Proof. The proof is almost the same as that of [46, Theorem 5.6].

Moreover, it is not hard to check that as the usual case ( [47]), there are descent mor-

phisms

jG : K K RG(A,B) −→ K K R(C∗(G;A ),C∗
r (G;B));

jG,r ed : K K RG(A,B) −→ K K R(C∗
r (G,A ),C∗

r (G,B)),

compatible with the Kasparov product.

9.3 Functoriality in the category RG

Let f : Γ −→ G be a strict morphism of Real groupoids and A a Rg C∗-algebra en-

dowed with the generalized Real G-action A −→ G. Then the pull-back f ∗A −→ Γ de-

fines a generalized Real Γ-action on the Rg C∗-algebra f ∗A = C0(Y ; f ∗A ). Let B be an-

other Rg C∗-algebra together with a generalized Real G-action B. Suppose AEB is a Rg

C∗-correspondence. Then under the identifications

f ∗A = A⊗̂C0(X )C0(Y ), f ∗B =B⊗̂C0(X )C0(Y ), and f ∗E=E⊗̂C0(X )C0(Y ), (9.4)
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we see that f ∗E is a Rg f ∗A, f ∗B-correspondence. Further, assume that AEB isG-equivariant

with respect to the isomorphism W : s∗
G
E⊗̂s∗

G
BF(i∗

G
B)

∼=−→ Fb(i∗
G
A )⊗̂r∗

G
Ar ∗

G
E. Then, by us-

ing the following identifications (compare with [52, p.65])

i∗Γ ( f ∗A )= f ∗(i∗
G
A ), i∗Γ ( f ∗B)= f ∗(i∗

G
B),

s∗Γ( f ∗A)= s∗
G

A⊗̂C0(G)C0(Γ), r ∗Γ ( f ∗A)= r ∗
G

A⊗̂C0(G)C0(Γ)

s∗Γ( f ∗E)= r ∗
G
E⊗̂C0(G)C0(Γ), r ∗Γ ( f ∗E)= r ∗

G
E⊗̂C0(G)C0(Γ),

(9.5)

where the Real action of C0(G) on C0(Γ) is induced by f in an obvious way, we get an iso-

morphism

f ∗W : s∗Γ( f ∗E)⊗̂s∗
Γ

f ∗BFb(i∗Γ f ∗B)−→Fb(i∗Γ f ∗A)⊗̂r∗
Γ

f ∗Ar ∗Γ f ∗E,

making f ∗E into a Rg G-equivariant f ∗A, f ∗B-correspondence. Hence equivariant K K R-

theory has a functorial property in the category RGs .

Definition and Lemma 9.3.1. Let f : Γ−→G be a strict morphism of Real groupoids. Let A

and B be Rg C∗-algebras endowed with generalized Real G-actions. Then we define a group

homomorphism

f ∗ : K K RG(A,B)−→K K RΓ( f ∗A, f ∗B)

by assigning to a G-equivariant Kasparov A,B-correspondence (E,F ) ∈ERG(A,B) the pair

f ∗(E,F ) := ( f ∗E, f ∗F ) ∈ERΓ( f ∗A, f ∗B),

where under the identifications (9.4), we put f ∗F = F ⊗̂C0(X )IdC0(Y ).

Moreover, the map f ∗ is natural with respect to the Kasparov product (9.2) in the sense that

if D is another Rg C∗-algebra equipped with a generalized Real G-action, then

f ∗(x)⊗̂ f ∗D f ∗(y)= f ∗(x⊗̂D y), ∀x ∈K K RG(A,D), y ∈K K RG(D,B).

Proof. The proof is the same as those of Lemma 6.1.1 and Proposition 6.1.3 in [52].

More generally, in order to establish functoriality in the category RG we need the fol-

lowing proposition which is a generalisation of Le Gall’s [52, Proposition 3.1.3].

Proposition 9.3.2. Let G
��r

s
�� X be a locally compact second-countable Real groupoid,

and let U= (U j ) j∈J a Real open cover of X . Denote by ι :G[U]−→G the canonical inclusion.

For all Rg Fell bundle (resp. u.s.c. Fell bundle) A −→G[U], there exist a Rg Fell bundle (resp.

u.s.c. Fell bundle) ι!A −→ G and an isomorphism of Rg Fell bundles (resp. of u.s.c. Fell

bundles)

ι∗(ι!A )
∼=−→A

over G[U] ����
∐

j∈J U j .
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Proof. We may suppose U is locally finite. We use the following notations: as usual, we

write g j0 j1 for ( j0, g , j1) ∈ G[U], and x j for ( j , x) ∈∐ j∈J U j ; let π : A −→ G[U] be the projec-

tion of the given Rg Fell bundle (resp. u.s.c. Fell bundle); an element a ∈ π−1(g j0 j1 ) will be

written a j0 j1 .

For x ∈ X we denote by Ix the finite subset of j ∈ J such that x ∈U j , and for g ∈G let Ig

the finite subset of pairs ( j0, j1) ∈ J × J such that g ∈GU j0
U j1

. Put

ι!Ag := ⊕
( j0, j1)∈Ig

Ag j0 j1
, and ι̃!A :=∐

g∈G
ι!A .

Then ι̃!A −→G is a Rg Banach bundle (resp. u.s.c. Banach bundle), with the projection

ι!π defined by

ι!π((g , a j0 j1 )( j0, j1)∈Ig ) := g .

Moreover, for (g1, g2) ∈G(2), the pairing

Ig1 ×Is(g1) Ig2 −→ Ig1g2

(( j0, j1), ( j1, j2)) 	−→ ( j0, j2)

where Ig1 ×Is(g1) Ig2 := {(( j0, j1), ( j1, j2)) ∈ Ig1 × Ig2 }, enables us to define a multiplication on

ι̃!A

ι!Ag1⊗̂ι!As(g1) ι!Ag2 −→ ι!Ag1g2

generated by a j0 j1⊗̂b j1 j2 	−→ (ab) j0 j2 . One verifies easily that together with this multipli-

cation, ι!A −→ G is a Rg Fell bundle (resp. u.s.c Fell bundle) that satisfies to the desired

isomorphism.

Definition 9.3.3. Let G
��r

s
�� X and U be as above. Given a Rg C∗-algebra A with a gen-

eralized Real G[U]-action A , we denote by ι! A the Rg C∗-algebra C0(X ; ι!A ) endowed with

the generalized Real G-action ι!A −→G.

Proposition 9.3.4. Let A,B be Rg C∗-algebras endowed with generalized Real G[U]-actions

A and B, respectively. Assume E is a G[U]-equivariant Rg A,B-correspondence. Then

there exists a Rg ι! A, ι!B-correspondence ι!E and an isomorphism of Rg A,B-correspondences

ι∗ι!E∼=E.

Proof. The map ι! : B −→ ι!B sending φ ∈ C0(
∐

j U j ;B) to the function ι!φ ∈ C0(X ; ι!B) de-

fined by

ι!φ(x) := (φ(( j , x))) j∈Ix ,

is a surjective Rg ∗-homomorphism. We then can define the pushout ι!E of the Rg Hilbert

B-moduleE via ι!. Let us recall (see [39, §1.2.2.]) the definition of the Rg Hilbert ι!B-module
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ι!E. Let Nι! =
{
ξ ∈E | ι!(〈ξ,ξ〉B )= 0

}
; denote by ξ̇ the image of ξ ∈ E in the quotient space

E/Nι!
, the latter being a Rg ι!B-module by setting

ξ̇ · ι!(b) :=
.Dξb, ξ̇ ∈E/Nι!

, ι!(b) ∈ ι!B.

Then define the Rg Hilbert ι!B-module ι!E as the completion of E/Nι!
with respect to the Rg

ι!B-valued pre-inner product

〈ξ̇, η̇〉ι!B := ι!(〈ξ,η〉), ξ,η ∈E.

For T ∈L(E), let ι!T be the unique operator in L(ι!E) making the following diagram com-

mute

E ��

T
��

ι!E

ι!T
��

E �� ι!E

where the horizontal arrows are the quotient map; i.e.,

ι!T (ξ̇)=
.ET (ξ), ξ̇ ∈ ι!E. (9.6)

Hence, the map ϕ : A −→L(E) implementing the A,B-correspondence gives rise to a non-

degenerate ∗-homomorphism ι!ϕ : ι! A −→L(ι!E) such that

(ι!ϕ)(ι!(a)) := ι!(ϕ(a)), ∀a ∈ A. (9.7)

Therefore, ι!E is a Rg ι! A, ι!B-correspondence. It is not hard to check that ι!E is isomorphic

to C0(X ; ι̃!E ), where ι̃!E −→ X is the unique Rg u.s.c. field of Banach algebras with fibre

(ι!E )x =⊕ j∈Ix
E⊗̂B B( j ,x) (cf. Appendix C ???); indeed, since E is a Rg Hilbert B-module,

recall that there is a unique topology on the Rg u.s.c. field Ẽ =∐( j ,x)E⊗̂B B( j ,x) such that

E∼=C0(
∐

j U j ; Ẽ ); so, by Proposition 9.3.2, we get the Rg u.s.c. field ι̃E .

Let W : s∗E⊗̂s∗BFb(i∗B)−→Fb(i∗A )⊗̂r∗Ar ∗Ebe the isomorphism of C∗-correspondences

implementing the G[U]-equivariance. Then from the trivial identifications

s∗(ι! A)= ι!(s∗A), r ∗(ι! A)= ι!(r ∗A),

s∗(ι!B)= ι!(s∗B), r ∗(ι!B)= ι!(r ∗B),

i∗(ι!A )= ι!(i∗A ), i∗(ι!B)= ι!(i∗B),

s∗(ι!E)= ι!(s∗E), r ∗(ι!E)= ι!(r ∗E),

we get

s∗(ι!E)⊗̂s∗(ι!B)Fb(i∗(ι!B)) ∼= ι!
(
s∗E⊗̂s∗BFb(i∗B)

)
, and

Fb(i∗(ι!A ))⊗̂r∗(ι! A)r
∗(ι!E) ∼= ι!

(
Fb(i∗A )⊗̂r∗Ar ∗E

)
.
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Thus, W induces an isomorphism of Rg s∗(ι! A),r ∗(ι!B)-correspondences

ι!W : s∗(ι!E)⊗̂s∗(ι!B)Fb(i∗(ι!B))−→Fb(i∗(ι!A ))⊗̂r∗(ι! A)r
∗(ι!E),

defined in a similar fashion as (9.7); so that ι!W is compatible with the partial product of G

in the sense of the commutative diagram (9.1). That theG[U]-equivariant A,B-correspondences

E and ι∗ι!E are isomorphic is a mere consequence of the construction of ι!E and ι!W .

Lemma 9.3.5. Suppose x = (E,F ) ∈ ERG[U](A,B). Then ι!x := (ι!E, ι!F ) ∈ ERG(ι! A, ι!B), where

the operator ι!F ∈L(ι!E) is given by (9.6).

Proof. This results from very easy algebraic verifications. For instance, the map ι! :L(E)−→
L(ι!E) respects the degree and the Real structures. Moreover ι! sends K(E) onto K(ι!E) be-

cause ι!(θξ,η)= θξ̇,η̇ for all ξ,η ∈E, (ι!T1)(ι!T1)= ι!(T1T2), and [ι!T1, ι!T2]= ι![T1,T2], ,∀T1,T2 ∈
L(E); thus conditions (i)-(iii) in Definition 9.2.3 are satisfied by the pair (ι!E, ι!F ). To ver-

ify condition (iv), let us put E1 = Fb(i∗A ),E2 = r ∗E, and E = E1⊗̂r∗AE2. Then K(ι!E2 ⊕
ι!E) =K(ι!(E1⊕E)), and we have seen in the proof of Proposition 9.3.2 that ιE1⊗̂ι!r∗Aι!E =
ι!(E1⊗̂r∗AE). It follows that for ξ ∈E1 and η ∈E2 , one has

ι!(Tξ)=
.ETξ(η)=

.Fξ⊗̂r∗Aη= ξ̇⊗̂ι!r∗Aη̇,

which means that ι!(Tξ) = Tξ̇ ∈ L(ι!E2, ι!E), and hence ι!(θξ) = θξ̇ (recall notations used in

Remark 9.2.2). Then,

[θξ̇, ι!(r ∗F )⊕ ι!(W (s∗F ⊗̂s∗BId)W ∗)] = ι!([θξ,r ∗F ⊕W (s∗F ⊗̂s∗BId)W ∗]

∈ K(ι!(E2⊕E))=K(ι!E2⊕ ι!E);

therefore, ι!W (s∗(ι!F )⊗̂s∗ι!B Id)ι!W ∗ = ι!(W (s∗F ⊗̂s∗BId)W ∗) is an r ∗ι!F -connection for ι!E1 =
Fb(i∗(ι!A )).

The following result can be proved with similar arguments as in [52, Théorème 6.2.1],

so we omit the proof.

Theorem 9.3.6. Let G
��r

s
�� X , U, A and B be as previously. Then the canonical Real in-

clusion G[U] �→G induces a group isomorphism

ι∗ : K K RG(ι! A, ι!B)−→K K RG[U](A,B),

whose inverse is

ι! : K K RG[U](A,B) 
 [(E,F )] 	−→ [(ι!E, ι!F )] ∈K K RG(ι! A, ι!B).

Corollary 9.3.7. ( [52, Corollaire 6.2.1]) The isomorphism ι! : K K RG[U](A,B)−→K K RG(ι! A, ι!B)

is natural with respect to Kasparov product; i.e.,

ι!x⊗̂ι!D ι! y = ι!(x⊗̂D y),∀x ∈K K RG[U](A,D), y ∈K K RG[U](D,B).
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Now Theorem 9.3.6 enables us to define the pull-back of a Rg C∗-algebra endowed with

a generalized action via a morphism in RG.

Definition 9.3.8. Let Z : Γ −→ G be a generalized Real homomorphism, A and B be Rg

C∗-algebras endowed with generalized Real G-actions. Let (U, f ) be a representative of a

morphism in RGΩ realizing Z . Let ι : Γ[U]−→ Γ be the canonical Real inclusion. Define the

pull-back of A and B via Z by

Z∗B := ι! f ∗A, and Z∗B := ι! f ∗B.

Then we define the pull-back homomorphism

Z∗ : K K RG(A,B)−→K K RΓ(Z∗A, Z∗B),

as the composite

K K RG(A,B)
f ∗−→K K RΓ[U]( f ∗A, f ∗B)

ι!−→K K RΓ(ι! f ∗A, ι! f ∗B),

Once again, by using similar arguments as in [52] (Corollaire 3.2.1), one can see that

the definition of Z∗ does not depend on the choice of the pair [(U, f )], is functorial in RG

and natural with respect to Kasparov product ( [52, Théorème 6.2.2]). In particular, if Z is

a Morita equivalence, then Z∗ is an isomorphism.

9.4 K K RG-equivalence

Definition 9.4.1. (Compare with [9, Definition 19.1.1]). Let G
��r

s
�� X , be a Real groupoid,

A and B be Rg C∗-algebras endowed with generalized Real G-actions. An element x ∈
K K RG(A,B) is a K K RG-equivalence if there is y ∈K K RG(B , A) such that

x⊗̂G,B y = 1A, and y⊗̂G,A x = 1B .

A and B are said K K RG-equivalent if there exists a K K RG-equivalence in K K RG(A,B).

As in the usual case ( [9, §19.1]), we have

Lemma 9.4.2. Assume x ∈K K RG(A,B) is a K K RG-equivalence. Then for any Rg C∗-algebra

D endowed with a generalized Real G-action, the maps

x⊗̂G,B (·) : K K RG(B ,D)−→K K RG(A,D), and (·)⊗̂G,A x : K K RG(D, A)−→K K RG(D,B),

are isomorphisms which are natural in D by associativity.
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The proof is almost the same as that of [46, Theorem 4.6]. For instance, the map

K K RG(A,D) 
 z 	−→ y⊗̂G,A z ∈K K RG(B ,D)

is an inverse of the first homomorphism.

Proposition 9.4.3. K K RG-equivalence is functorial in RG in the following sense: if Z :

Γ −→ G is a generalized Real homomorphism, and if A and B are K K RG-equivalent, then

Z∗A and Z∗B are K K RΓ-equivalent.

Proof. By naturality of Z∗ with respect to Kasparov product, we have

1Z∗A = Z∗(x⊗̂G,A y)= Z∗(x)⊗̂Γ,Z∗A Z∗(y),

and

1Z∗B = Z∗(y⊗̂G,B x)= Z∗(y)⊗̂Γ,Z∗B Z∗(x);

therefore Z∗(x) ∈K K RΓ(Z∗A, Z∗B) is a K K RΓ-equivalence.

9.5 Bott periodicity

Definition 9.5.1. Let G
��r

s
�� X be a Real groupoid. A Real Euclidean vector bundle of type

p−q over G
��r

s
�� X is a Euclidean vector bundle π : E −→ X of rank p+q equipped with a

Real G-action (with respect to π) such that the Euclidean metric is G-invariant and the Real

space E is locally homeomorphic to Rp,q ; that is to say, for every x ∈ X , there is a Real open

neighborhood U of x and a Real homeomorphism hU : π−1(U )−→U ×Rp,q , where U ×Rp,q

is provided with the Real structure (x, t ) 	−→ (x̄, t̄ ). This is equivalent to the existence of a

Real open cover U = (U j ) j∈J and a family of homeomorphisms h j : π−1(U j ) −→U j ×Rp+q

such that the following diagram commute

π−1(U j )
h j ��

τ

��

U j ×Rp+q

τ×(1p−1q )

��
π−1(U j̄ )

h j̄ �� U j̄ ×Rp+q

(9.8)

For p, q ∈N with n = p+q �= 0, we define the Real group O(p+q) to be the orthogonal

group O(n) equipped with the involution induced from Rp,q (we identify Mp+q (R) with

L(Rp,q ),he latter is then a Real space). Similarly one defines the Real group SO(p+q)
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Definition 9.5.2. Associated to any Real Euclidean vector bundle E of type p − q over the

Real groupoid G
��r

s
�� X , there is a generalized Real homomorphism

F(E) :G−→O(p+q),

where F(E) is the frame bundle of E −→ X .

Remark 9.5.3. The above definition does make sense, for the fibre of the O(p+q)-principal

bundle F(E)−→ X at a point x ∈ X identifies to the R-linear space Isom(Rp+q ,Ex) is R-linear

isomorphisms; so thatG acts on F(E) by g ·(s(g ),ϕ) 	−→ (r (g ), g ·ϕ), for ϕ ∈ Isom(Rp+q ,Es(g )),

where (g ·ϕ)(t ) := g ·ϕ(t ), t ∈Rp+q . F(E) is equipped with the Real structure (x,ϕ) 	−→ (x̄,ϕ̄),

where ϕ̄(t ) := ϕ(t̄ ), t ∈ Rp+q . It is clear that the actions by G and O(p + q) are compatible

with this involution.

Example 9.5.4. The trivial bundle = X ×Rp,q −→ X is a Real Euclidean vector bundle of

type p − q over G
��r

s
�� X with respect to the Real G-action g · (s(g ), t ) 	−→ (r (g ), t ). The

associated generalized Real homomorphism F(X×Rp,q ) from G
��r

s
�� X to O(p+q) ���� ·

is isomorphic to the trivial Real O(p+q)-principal G-bundle X ×O(p+q)−→ X ; we denote

it by Fp,q .

Recall that Clp,q :=Cl (Rp,q ) :=C lp,q⊗RC=C l (Rp,q )⊗RC is the Real graded Clifford C∗-

algebra, with the Real structure is x⊗Rλ 	−→ x̄⊗R λ̄ (see Appendix A), where the involution

"bar" in C l (Rp,q ) is induced from Rp,q . The Real action of O(p+q) on Rp,q induces a Real

O(p+q)-action on Clp,q .

Recall that Kasparov has defined in [46, §5] a K K RO(p+q)-equivalence

αp,q ∈K K RO(p+q)
(
C0(Rp,q ),Clp,q

)
, and βp,q ∈K K RO(p+q)

(
Clp,q ,C0(Rp,q )

)
,

that define a K K RO(p+q)-equivalence between.

These important elements enable us to establish Bott periodicity in "generalized" Real

groupoid K K -theory as well as the Thom isomorphism in twisted K R-theory which will be

discussed in the next section.

Theorem 9.5.5 (Bott periodicity). Let G
��r

s
�� X be a locally compact second-countable

Real groupoid, and let A and B be Rg C∗-algebras endowed with generalized Real G-actions.

Then the Kasparov product with F∗p,qαp,q ∈ K K RG

(
C0(X )⊗C0(Rp,q ),C0(X )p,q

)
defines an

isomorphism

K K RG,i+p−q (A,B) ∼= K K RG,i (A(Rp,q ),B), (9.9)

where A(Rp,q )=C0(Rp,q ; A)=C0(Rp,q )⊗ A.
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Proof. First of all notice that the pullbacks F∗p,q (C0(Rp,q )) and F∗p,q (Clp,q ) via the general-

ized Real homomorphism Fp,q :G−→O(p+q) are isomorphic to C0(X ;C0(Rp,q ))=C0(X )⊗
C0(Rp,q ) and C0(X )⊗Clp,q = C0(X )p,q , respectively. These are then Rg C∗-algebras en-

dowed with generalized RealG-actions. Sinceαp,q ∈K K RO(p+q)(C0(Rp,q ),Clp,q ) is a K K RO(p+q)-

equivalence, its pullback F∗p,qαp,q ∈K K RG(C0(X )⊗C0(Rp,q ),C0(X )p,q ) is a K K RG-equivalence,

thanks to Proposition 9.4.3. Hence, from Lemma 9.4.2, the Kasparov product

K K RG

(
C0(X )⊗̂C0(Rp,q ),C0(X )⊗Clp,q

)⊗C0(X ;Clp,q ) K K RG,i
(
C0(X )⊗C0(X ) Clp,q⊗̂A,B

)
F∗p,qαp,q ⊗̂G,C0(X ;Clp,q )

(·)

��
K K RG,i

(
A(Rp,q ),B⊗̂C0(X )C0(X )

)
is an isomorphism. We therefore have the desired isomorphism sinceC0(X )⊗C0(X )Clp,q⊗̂A ∼=
A⊗̂Clp,q .

9.6 Multiplicative structure in twisted K R-theory

In this section we are using generalized Real groupoid equivariant K K -theory to dis-

play the pairing

K R−i
α (G•)⊗K R− j

β
(G•)−→K R−i− j

α+β (G•), (9.10)

where G
��r

s
�� X is a locally compact second-countable Real proper groupoid with Real

Haar system such that X /G, and α,β ∈ ȞR1(G•,Z2)� ȞR2(G•,S1).

To do this, we need the following result which is an obvious adaptation of [90, Propo-

sition 6.11].

Proposition 9.6.1. Let G
��r

s
�� X be a locally compact second-countable Real proper groupoid

with Real Haar system such that X /G is compact. Let A be a Rg C∗-algebra endowed with a

generalized Real G-action A −→G. Then

K K RG,i (C0(X ), A)∼=K K Ri (C,C∗
r (G;A ))∼=K K Ri (C,KG(L2(G;A ))).

Corollary 9.6.2. Let G
��r

s
�� X be a locally compact second-countable Real proper groupoid

with Real Haar system such that X /G is compact. Let A ∈ B̂rR0(G), and [E] = [(Γ̃,Γ,δ)] ∈�ExtR(G,S1) such that dd(E)=−DD(A). Let L = Γ̃×S1 C be the corresponding Rg Fell bundle

over the proper Real groupoid Γ
��r

s
�� Y . Then L → Γ defines a generalized Real G-action

on the Real (trivially graded) C∗-algebra

AE :=C0(Y ;L)=C0(Y ).
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Moreover, for all i ∈Z, we have

K R−i
A (G•)∼=K K RG,i (C0(X ), A)∼=K K RΓ,i (C0(Y ), AE).

Proof. We have K R−i
A

(G•)=K K Ri (C,A�rG)∼=K K Ri (C,C∗
r (E)) (cf. Proposition 6.1.4). Then

we conclude by Proposition 9.6.1.

We then define the pairing (9.10) by the Kasparov product: let A,B ∈ B̂rR0(G) such

that DD(A)=α and DD(B)=β; then DD(A+B)=DD(A⊗̂XB)=α+β; by the identifica-

tions A = A⊗̂C0(X )C0(X ) and B =B⊗̂C0(X )C0(X ), where A =C0(X ;A),B =C0(X ;B), Kasparov

product gives the coupling

K K RG,i (C0(X ), A)⊗C0(X ) K K RG, j (C0(X ),B)−→K K RG,i+ j
(
C0(X ), A⊗̂C0(X )B

)
;

and hence the map (9.10) since A⊗̂C0(X )B ∼=C0(X ;A⊗̂XB).

9.7 Twistings by Real Clifford bundles, Stiefel-Whitney classes

Let n = p+q ∈N∗. Recall ( [42, §IV.4]) that the group Pin(p+q) is defined as

Pin(p+q) := {γ ∈C lp,q | ε(γ)vγ∗ ∈Rp,q ,∀v ∈Rp,q , and γγ∗ = 1
}

,

where ε is the canonical Z2-grading of C Lp,q . It is known that

Pin(p+q)∼= {γ= x1 · · ·xk ∈C lp,q | xi ∈ Sp,q ,1≤ k ≤ 2n}.

It is then a Real group with respect to the involution induced from Sp,q ; i.e., γ̄= x̄1 · · · x̄k , for

γ ∈ Pin(p + q). Of course, this involution is equivalent to that induced from C lp,q . More-

over, the surjective homomorphism π : Pin(p + q) −→ O(p + q),γ 	−→ πγ, where πγ(v) :=
ε(γ)vγ∗ for v ∈ Rp,q , is clearly Real. Recall that kerπ = {±1} = Z2. Hence, there is a Real

graded Z2-central extension of the Real groupoid O(p+q) ���� ·

Z2
�� Pin(p+q)

π �� O(p+q)

δ

��
Z2

where the homomorphism δ : O(p+q)−→Z2 is the map such that det A = (−1)δ(A) (com-

pare with [87, §2.5]). Let

Pinc (p+q) := Pin(p+q)×{±1} S
1,
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be endowed with the Real structure [(γ,λ)] 	−→ [(γ̄, λ̄)], where as usual, the "bar" operation

in S1 is the complex conjugation. Then the above Rg Z2-central extension induces Rg S1-

central extension Tp,q

S1 �� Pinc (p+q)
π �� O(p+q)

δ

��
Z2

(9.11)

of O(p+q) ���� · .

Let V be a Real Euclidean vector bundle of type p −q over G
��r

s
�� X . Then there is a

Rg S1-central extension EV obtained by pulling back Tp,q via the generalized Real homo-

morphism F(V ) :G−→O(p+q).

Definition 9.7.1. Let V be a Real Euclidean vector bundle of type p − q over G
��r

s
�� X .

We define its associated Rg D-D bundle as the Rg D-D bundle AV of type 0 over G
��r

s
�� X

whose image in �ExtR(G,S1) is [EV ] via the isomorphism B̂rR0(G)−→�ExtR(G,S1).

Lemma 9.7.2. Let V and V ′ be Real Euclidean vector bundles of type p − q and p ′ − q ′,
respectively, over G

��r
s

�� X . Then the Rg D-D bundles AV⊕V ′ and AV ⊗̂XAV ′ are Morita

equivalent.

Proof. Considering the Real homomorphisms Pinc (p+q)×Pinc (p ′+q ′)−→ Pinc ((p+p ′)+
(q +q ′)) and O(p +q)×O(p ′ +q ′) −→O((p +p ′)+ (q +q ′)) (cf. [46]) and a Real open cove

of X trivializing both V and V ′ (and hence the direct sum V ⊕V ′), one easily shows that

(F(V )∗Tp,q )⊗̂(F(V ′)∗Tp ′,q ′)∼ (F(V ⊕V ′))∗Tp+p ′,q+q ′ .

Lemma 9.7.3. Let 1p,q be the trivial Real Euclidean vector bundle X ×Rp,q −→ X of type

p − q over G
��r

s
�� X , where the Real G-action is g · (s(g ), t ) = (r (g ), t ). Then A1p,q = 0 in

B̂rR0(G).

Proof. The generalized Real homomorphism F(1p,q ) : G −→ O(p + q) is nothing but the

generalized homomorphism induced by the strict Real homomorphism 1 : G 
 g 	−→ 1 ∈
O(p +q). Hence E1p,q = (1p,q )∗Tp,q , and since the kernel of the projection Pinc (p +q)−→
O(p+q) is S1, E1p,q

is isomorphic to the trivial extension (G×S1,G,0).

On the other hand, the action of G on the complexified bundle VC := V ⊗R C −→ X

induces a Real G-action by graded automorphisms on the complex Clifford bundle

Cl (V ) :=C l (VC)−→ X ,

making it a Rg D-D bundle of type q −p mod 8 over G
��r

s
�� X (recall Example A.5.6).

We want to compare the Rg D-D bundles AV and Cl (V ). In particular, we want to show

the following.
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Theorem 9.7.4. Let V be a Real Euclidean vector bundle of type p−q over G
��r

s
�� X . Then

for all A ∈ B̂rR(G), we have

K R∗A+Cl (V )(G
•)∼=K R∗+q−p

A+AV
(G•).

We shall mention that this result is already known in the complex case ( [87, Proposi-

tion 2.5]). The approach we are using here to prove it is however very different from that

used in the just cited reference.

Our proof requires the notion of generalized Stiefel-Whitney classes of a Real vector

bundles over G
��r

s
�� X . Recall that associated to any real vector bundle V over a locally

compact paracompact space X , there are cohomology classes wi (V ) ∈H i (X ,Z2) called the

i th Stiefel-Whitney classes of V (see for instance [38, Chap.17 §2]). For instance w1(V ) is

the constraint for V being oriented, and w2(V ) is the constraint for V being Spinc (we will

say more about that later).

We have already seen that a Real Euclidean vector bundle V of type p−q gives rise to a

generalized Real homomorphism F(V ) :G−→O(p+q). In fact, Real Euclidean vector bun-

dles arise this way: given P : G −→O(p +q), V := P ×O(p+q) R
p,q −→ X is a Real Euclidean

vector bundle of type p−q . There is then a bijection between the set Vectp+q (G) of isomor-

phism classes of Real Euclidean vector bundles of type p−q and the set HomRG(G,O(p+
q)), and hence with ȞR1(G•,O(p+q)).

Let c be a Real O(p+q)-valued 1-cocycle over G realizing F(V ). This can be considered

as a Real family of continuous maps c( j0, j1) : U 1
( j0, j1) −→O(p+q) such that

c( j0, j1)(γ1)c( j1, j2)(γ2)= c( j0, j2)(γ1γ2), (γ1,γ2) ∈U 2
( j0, j1, j2), (9.12)

where U= {U j } j∈J is a Real open cover of X (indeed, if f :G[U]−→O(p+q) is a Real homo-

morphism realizing F(V ), then one can take c( j0, j1)(g( j0, j1)) := f (g j0 j1 )). We may suppose

that the simplicial Real cover U• of G• is "small" enough so that we can pick a Real family

of continuous maps c̃( j0, j1) : U 1
( j0, j1) −→ Pinc (p+q) which are a Pinc (p+q)-lifting of (c( j0, j1))

through the Real projection π : Pinc (p + q) −→O(p + q); i.e., π(c̃( j0, j1)(γ)) = c( j0, j1)(γ),∀γ ∈
U 1

( j0, j1). In view of equation (9.12), we have

c̃( j0, j1)(γ1)c̃( j1, j2)(γ2)=ω( j0, j1, j2)(γ1,γ2)c̃( j0, j2)(γ1γ2),∀(γ1,γ2) ∈U 2
( j0, j1, j2), (9.13)

for some ω( j0, j1, j )(γ1,γ2) ∈S1. The elements ω( j0, j1, j )(γ1,γ2) clearly define a Real family of

continuous functions ω( j0, j1, j ) : U 2
( j0, j1, j2) −→S1 which are easily checked to be an element

of Z R2
ss(U•,S1).

Definition 9.7.5. Let V be a Real Euclidean vector bundle of type p−q over G
��r

s
�� X . Let

c be the class of F(V ) in ȞR1(G•,O(p+q)).
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(a) The first generalized Stiefel-Whitney class w1(V ) ∈ ȞR1(G•,Z2) as w1(V ) := δ ◦ c,

where δ : O(p+q)−→Z2 is the homomorphism defined in (9.11).

(b) The second generalized Stiefel-Whitney class w2(V ) is the class in ȞR2(G•,S1) of the

Real 2-cocycle ω uniquely determined by equation (9.13).

We define w(V ) := (w1(V ), w2(V )) ∈ ȞR1(G•,Z2)× ȞR2(G•,S1).

Remark 9.7.6. Note that w1(V )= 0 implies that F(V ) is actually a Real SO(p+q)-principal

bundle over G
��r

s
�� X , which means that V is oriented. Moreover, the Real family (ω( j0, j1))

is nothing but the obstruction for the Real O(p+q)-valued 1-cocyle c to lift to a Real Pinc (p+
q)-valued 1-cocyle c̃; or in other words, it is the obstruction for F(V ) to lift to a Real Pinc (p+
q)-principal bundle over G

��r
s

�� X .

Example 9.7.7. Denote by θp,q the trivial Euclidean vector bundleRp,q over O(p+q) ���� · .

Then w1(θp,q )= δ and w2(θp,q )= cp,q is the Real S1-valued 2-cocycle corresponding to the

Rg S1-central extension Tp,q ∈�ExtR(O(p+q),S1) of (9.11). Moreover, w(θp,q )= dd(Tp,q ).

Definition 9.7.8. A Real Euclidean vector bundle V of type p − q over G admits a Spinc -

structure if w(V )= 0; in this case we say that V is Spinc . We also say that V is K R-oriented

(following Hilsum-Skandalis terminology [36], see also H. Schröder [81]).

Taking the involution of G to be the trivial one, the next result is actually the groupoid

equivariant analogue of Plymen’s [74, Theorem 2.8].

Proposition 9.7.9. Let V be a Real Euclidean vector bundle of type p−q over G
��r

s
�� X .

1. We have DD(AV )=w(V ). Hence, V is K R-oriented if and only if AV is trivial.

2. If p = q ∈ N∗, then DD(Cl (V )) = DD(AV ) = w(V ). Therefore, if p = q, the following

statements are equivalent:

(i) V is K R-oriented.

(ii) The Rg D-D bundle Cl (V )−→ X is trivial.

(iii) The Rg D-D bundle AV −→ X is trivial.

Proof. 1. Since the map sending a Rg S1-central extension to its Dixmier-Douady class is

a natural isomorphism (Theorem ??), we have a commutative diagram

�ExtR(O(p+q),S1)
F(V )∗ ��

dd ∼=
��

�ExtR(G,S1)

dd∼=
��

ȞR1(O(p+q)•,Z2)× ȞR2(O(p+q)•,S1)
F(V )∗×F(F )∗ �� ȞR1(G•,Z2)× ȞR2(G•,S1)
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Hence, if f :G[U]−→O(p+q) is a Real homomorphism realizing F(V ), then

DD(AV )= dd( f ∗Tp,q )= ( f ∗w1(θp,q ), f ∗w2(θp,q ))=w(V ),

where the first equality comes from the very definition of the Rg D-D bundle A, the sec-

ond one follows from Example 9.7.7, and the last one is a simple interpretation on the

construction of w1 and w2.

2. If p = q , then Clp,p is the type 0 Rg elementary C∗-algebra K(Ĥ), where

Ĥ =C2p−1 ⊕C2p−1
.

Identifying the Real space Rp,p with Cp endowed with the coordinatewise complex conju-

gation, there is a degree conserving Real representation

λ : Pinc (p+p)→ Û(Ĥ),

induced by the Real map Cp −→L(Λ∗Cp )∼=L(Ĥ) given by exterior multiplication (cf. [46]).

This gives us a projective Real representation

Adλ : O(p+p)−→ P̂U(Ĥ)

given by Adλ(γ)(T ) := λ(γ̃)Tλ(γ̃)−1, for T ∈K(Ĥ), where γ̃ ∈ Pinc (2p) is an arbitrary lift of

γ ∈O(p + p), and where we have used the identification P̂U(Ĥ) ∼= (0)(K(Ĥ)). We thus

have commutative diagrams

S1 �� Pinc (p+p) ��

λ

��

O(p+p)

Adλ

��

�����������

Z2

S1 �� Û(Ĥ) �� P̂U(Ĥ)



���������

which yields to an equivalence of Rg S1-central extensions

(Adλ)∗EK(Ĥ) ∼Tp,p ∈�ExtR(O(p+q),S1) (9.14)

where EK(Ĥ) is the RgS1-central extension (Û(Ĥ),deg ) of the Real groupoid P̂U(Ĥ) ���� · .

Now let (Ui ,hi ) be a Real trivialization of V , with transition functions αi j : Ui j −→
O(p+p). Then V is isomorphic to the Euclidean Real vector bundle over G∐

i
Ui ×Cp /∼ −→ X ,
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where (x, t )i ∼ (x,αi j (x)t ) j , for x ∈Ui j , endowed with the Real G-action

g · [(s(g ), t )] j1 := [(r (g ),c( j1, j0)(g )t )] j0 , g ∈U 1
( j0, j1).

Here [(x, t )]i denotes the class of (x, t )i ∈Ui ×Cp in
∐

i Ui ×Cp /∼.

Moreover, by universality of Clifford algebras (cf. [42, Chap.IV, §4]), the Real family of

homeomorphisms hi : V|Ui −→Ui ×Cp induces a Real family of homeomorphisms

Cl (V )|Ui −→Ui ×Clp,p =Ui ×K(Ĥ)

with transition functions Adλαi j (·) : Ui j −→ P̂U(Ĥ). Since the Real action of G on the Rg

D-D bundle Cl (V ) −→ X is induced from the Real action of G on V −→ X , it follows that

Cl (V ) is isomorphic to the Rg D-D bundle∐
i

Ui ×K(Ĥ)/∼

where the equivalence relation is (x, a)i ∼ (x, Adλ(αi j (x))a) j for x ∈Ui j , with the Real G-

action by graded automorphisms

g · [(s(g ), a)] j1 := [(r (g ), Adλ(c( j0, j1))a)] j0 , g ∈U 1
( j0, j1).

Therefore, if P : G −→ P̂U(Ĥ) is the generalized classifying morphism for Cl (V ), it corre-

sponds to the class of Adλc in ȞR1(G•, P̂U(Ĥ)) (cf. Proposition 4.6.4). Putting this in terms

of generalized Real homomorphisms, there is a commutative diagram in the category RG

O(p+p)

Adλ

��

G

F(V )
�����������

P �����������

P̂U(Ĥ)

This combined with (9.14) implies

P∗EK(Ĥ) ∼ F(V )∗Tp,p .

Hence, DD(Cl (V )) = dd([P∗EK(Ĥ)]) = dd([F(V )∗Tp,p ]) = dd(AV ) = w(V ), where the third

and fourth equalities come from the first statement of the proposition.

To see how things work in the general case, observe first that if V1,V2 are Real Euclidean

vector bundles of types p1−q1 and p2−q2, respectively, then Cl (V1⊕V2)−→ X is a Rg D-D

bundle of type (q1+q2)− (p1+p2) because Cl (V1⊕V2)∼=Cl (V1)⊗̂XCl (V2) (cf. [46, §2.15]).

The next definition is adapted from [4, §3.5].
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Definition 9.7.10. Let V be a Real Euclidean vector bundle of type p − q over G
��r

s
�� X .

Then we define Ṽ := V ⊕1q,p , and C̃l (V ) ∈ B̂rR0(G) as the Rg D-D bundle of type 0 defined

by

C̃l (V ) :=Cl (Ṽ )−→ X ,

with the obvious Real G-action.

Theorem 9.7.11. Let V be a Real Euclidean vector bundle of type p − q over G
��r

s
�� X .

Then

DD(Cl (V )) = (q −p, w1(V ), w2(V )). (9.15)

Proof. We have DD(C̃l (V ))=DD(AṼ ), thanks to Proposition 9.7.9 2). Applying Lemma 9.7.2

and Lemma 9.7.3, we get DD(C̃l (V )) = DD(AV ). Furthermore, Cl (V ) is clearly Morita

equivalent to C̃l (V )⊗̂XCl (1p,q ). Therefore,

DD(Cl (V ))=DD(C̃ l (V ))+DD(Cl (1p,q ))=DD(AV )+ (q −p,0,0).

We conclude by applying Proposition 9.7.9 1).

By using the fact DD is a group homomorphism, we immediately deduce from the

above theorem that

Corollary 9.7.12. If V and V ′ are Real Euclidean vector bundles over G
��r

s
�� X then

w1(V ⊕V ′)=w1(V )+w1(V ′), and w2(V ⊕V ′)= (−1)w1(V )+w1(V ′)w2(V ) ·w2(V ′).

Proof of Theorem 9.7.4. As a consequence of Theorem 9.7.11, one has

K R∗Cl (V )(G
•)∼=K R∗AV +Clp,q

(G•),

so we conclude by using Kasparov product in K K R-theory (recall that by definition we

have K R∗
A+B(G•)=K K R−∗(C, (A⊗̂XB)�r G)).

9.8 Thom isomorphism in twisted K R-theory

We start this section by some observations about Spinc Real Euclidean vector bundles.

Let

Spin(p+q) := Pin(p+q)∩Cl 0
p,q
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(cf. [7, 42, 46]). The restriction of the projection Pin(p+q)−→O(p+q) induces a surjective

Real homomorphism

Spin(p+q)−→ SO(p+q)

with kernel Z2, where SO(p+q) is equipped with the Real structure induced from O(p+q).

Moreover, there is a Real (trivially) graded S1-central extension T′p,q

S1 �� Spinc (p+q) �� SO(p+q)

��
Z2

over the Real groupoid SO(p+q) ���� · , where SO(p + q) −→ Z2 is the zero map, and

where

Spinc (p+q) := Spin(p+q)×Z2 S
1.

Now suppose V is a Real Euclidean vector bundle of type p − q over G
��r

s
�� X . If

w1(V )= 0, then F(V ) reduces to a generalized Real homomorphism fromG to SO(p+q) ���� · .

So,AV comes from the RgS1-central extension F(V )∗T′p,q . Moreover, V being K R-oriented

means that F(V ) is actually a Real Spinc -principal bundle over G
��r

s
�� X , hence a gener-

alized Real homeomorphism from G
��r

s
�� X to Spinc (p+q) ���� · .

The following result generalizes the Thom isomorphism theorem in twisted orthogonal

K -theory already known in the case of topological spaces (see Karoubi and Donovan [28]

and Karoubi [43]).

Theorem 9.8.1. Let G
��r

s
�� X be a locally compact Hausdorff second-countable Real groupoid

with Real Haar system. Let π : V −→ X be a Real Euclidean vector bundle of type p −q over

G
��r

s
�� X , and let A ∈ B̂rR(G). Then there is a canonical group isomorphism

K R∗π∗A((π∗G)•) ∼= K RA+Cl (V )(G
•). (9.16)

Furthermore, if V is K R-oriented, then there is a canonical isomorphism

K R∗π∗A((π∗G)•) ∼= K R∗−p+q
A

(G•), (9.17)

where as usual, the Real groupoid π∗G ���� V is the pullback of G
��r

s
�� X via the projec-

tion π.

Proof. From Theorem 9.7.4 we have K R∗
A+Cl (V )(G

•)∼= K R∗−p+q
A+AV

; in particular if V is Spinc ,

AV = 0 and K R∗
A+Cl (V )

∼=K R∗−p+q
A

(G•), which implies that the isomorphism (9.17) deduces

from isomorphism (9.16). Let us show the latter. The K K RO(p+q)-equivalence

αp,q ∈K K R(C0(Rp,q ),Cl (Rp,q ))
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induces by functoriality in the category RG a K K RG-equivalence

F(V )∗αp,q ∈K K RG,∗(C0(V )⊗̂C0(X ),C0(X ;Cl (V ))).

Thus, by the identifications of C∗-algebras with generalized Real G-actions

C0(X ;A)∼=C0(X )⊗̂C0(X )C0(X ;A), and

C0(V ;π∗A)∼=C0(V )⊗̂C0(X )C0(X ;A),

we get a K K RG-equivalence

α̃V ∈K K RG,∗(C0(V ;π∗A),C0(X ;A⊗̂XCl (V ))),

by takingαV to be the Kasparov product of F(V )∗αp,q with the canonical K K RG-equivalence

1C0(X ;A) ∈K K RG(C0(X ;A),C0(X ;A)).

Therefore, we obtain a K K R-equivalence

αV := jG,r ed (α̃V ) ∈K K R∗(C0(V ;π∗A)�r G,C0(X ;A⊗̂XCl (V ))�r G),

where jG,r ed is the descent morphism; and we are done.



A
Classification of Real graded elementary

C∗-algebras

A.1 Rg C∗-algebras

Recall that a complexification of a real Banach space (E ,‖.‖) is a complex Banach space

(EC,‖.‖c ) such that EC = E + i E as a complex linear space, the norm ‖.‖c restricts to ‖.‖ on

E , and ‖η+ iξ‖ = ‖η− iξ‖ for all η,ξ ∈ E (i.e., EC = E ⊗R C). Moreover, for any real Banach

space E , there is a unique (up to equivalence) complexification of it. We refer to [53] for a

general theory of real Banach spaces and real Banach (∗-)algebras.

In this way, any real Banach (∗-)algebra A is associated to a complex Banach (∗-)algebra

AC = A⊗RC. In particular, if A is a real C∗-algebra (see [81, chap.1] for the definition of real

C∗-algebra), then AC admits a structure of a complex C∗-algebra. It is however natural to

ask the following question

Question A.1.1. Let B be a complex C∗-algebra. Does there exist a closed real C∗-subalgebra

Br of B such that B ∼=Br ⊗R C?

Although it was mentioned in [53] that this question reminds open, the answer is in

fact "no". Indeed, as we will see later, the existence of Br is equivalent to the existence

of a conjugate-linear involution on B , which is also equivalent to B being isomorphic to

its conjugate algebra via a 2-periodic isomorphism). But such an involution induces an

involutory anti-automorphism ϕ : B −→ B (i.e. ϕ verifies ϕ(ab)= ϕ(b)ϕ(a),∀a,b ∈ B and

ϕ2 = 1). On the other hand, A. Connes [21] and T. Giordano [31] have constructed exam-

ples of von Neumann algebras that are not anti-isomorphic to themselves. Recently, other

explicite examples of C∗-algebras not isomorphic to their conjugate algebras have been

225
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constructed (see N.C. Phillips [72], and N.C. Phillips and M.G. Viola [73]).

We should however point out that being anti-isomorphic to itself is not sufficient for a

C∗-algebra B to admit a conjugate-linear involution, as it was proved by V. Jones in [40].

In this section we are concerned with those (C∗-)algebras that for which Question A.1.1

has a positive answer.

Definition A.1.2. A Real (Z2)-graded C∗-algebra consists of a C∗-algebra A together with

(i) an involutive ∗-homomorphism α : A −→ A with α2 = 1; α is called the grading;

(ii) an involutive ∗-automorphism σA : A −→ A which is antilinear, such that σ2
A = 1, and

σA ◦α=α◦σA. σA is called the Real structure of A.

We will say that A is a Rg C∗-algebra, for short.

We will often write (A,σA) for such a Rg C∗-algebra and we decompose A as a the direct

sum A = A0⊕ A1 where A0 =Ker( 1−α
2 ) and A1 =Ker( 1+α

2 ). We write |a| for the degree of an

element a ∈ A. However, it is easy to see that A0 is a C∗-subalgebra of A while A1 is not.

An element a ∈ A is called homogenous of degree i , for i = 0,1 mod 2 , if a ∈ Ai . a is

said to be invariant if it is of degree 0 and σA(a)= a.

Example A.1.3. Let A = A0⊕ A1 be a graded real C∗-algebra. Then its complexification AC

is also graded. Indeed, we have AC = A0
C
⊕ A1

C
. Now the bar operation − : AC −→ AC given by

a+ i b := a−i b defines a Real structure on AC. For instance, any real C∗-algebra A gives rise

to a Rg C∗-algebra by taking A1 = 0.

Example A.1.4. Given a real C∗-algebra A, the direct sum A⊕A admits a canonical grading

given by (a,b) 	−→ (b, a); then (A⊕ A)0 = {(a, a) | a ∈ A} and (A⊕ A)1 = {(a,−a) | a ∈ A}. This

induces a grading on the complex C∗-algebra AC⊕ AC which becomes a Real graded C∗-

algebra. This grading is called the standard odd grading. In particular, the complex clifford

algebra Cl1 =C⊕C is a Rg C∗-algebra with its canonical Real structure given by the complex

conjugation.

Definition A.1.5. Let (A,σA) and (B ,σB ) be Rg C∗-algebras. A Real graded homomorphism

between A and B is a homomorphism of C∗-algebras ϕ : A −→ B that intertwines the Real

structures and the gradings.

In particular, we say that (A,σA) and (B ,σB ) are isomorphic as Rg C∗-algebras, and we

write (A,σA)∼= (B ,σB ), if there exists a Rg isomorphism between them.

If (A,σA) is a Rg C∗-algebra, then the multiplier algebra M(A) has also a structure

of Real graded C∗-algebra. Indeed, if ε is the grading on A and (T1,T2) ∈M(A), we put
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Adε(T1,T2) := (εT1ε,εT2ε) and it is easy to see that this defines a grading on M(A) with

M(A)(i ) = {(T1,T2) ∈M(A) | εTkε = (−1)i Tk , k = 1,2}; moreover the Real structure is given

by

σA(T1,T2) := (σAT1σA,σAT2σ2).

A subspace B of A is Real graded if it is invariant under σA and if it is the direct sum of the

intersections B∩Ai (or equivalently, if it is invariant under the grading of A). For instance,

it is easy to check that the center of any Rg C∗-algebra is Rg.

Le I be a Real graded ideal in (A,σ). Let [a] denotes the class of a in A/I , then we can

show that the maps σ([a]) := [σ(a)] and ε([a]) := [ε(a)], are well defined from A/I to A/I ,

giving us a grading and a Real structure on the quotient C∗-algebra A/I .

Now let us give the following simple characterization of Rg C∗-algebras.

Lemma A.1.6. Let (A,σA) be a Rg C∗-algebra. Then there exists a realZ2-graded C∗-algebra

AR such that (A,σA)∼= (AR⊗R C,− ), where (−) is the bar operation.

Mainly speaking, a Rg C∗-algebra is just a graded C∗-algebra which is the complex-

ification of a graded real C∗-algebra, together with the bar operation. This justifies the

terminology of Real.

Proof. Put AR := {a ∈ A | σA(a) = a}. Then AR is a real graded C∗-algebra. Moreover, it is

very easy to check that the map A −→ AR+ i AR, a 	−→ a+σA(a)
2 + i ( a−σA(a)

2i ) extends to an

isomorphism of complex C∗-algebras intertwining the Real structures and the gradings.

Remark A.1.7. Similarly, we will call Rg Banach space any complex graded Banach space

which is the complexification of a Banach space over R.

Example A.1.8. Let (X ,τ) be a (Hausdorff and locally compact) Real space. Then τ induces

a Real structure, also denoted by τ, on the C∗-algebra C0(X ) of complex values functions on

X vanishing at infinity, given by τ( f )(x) = f (τ(x)), for f ∈ C0(X ), x ∈ X . Therefore, from

Lemma A.1.6 we have (C0(X ),τ)∼= (C0(X ,τ)⊗R C,− ) where C0(X ,τ) := { f ∈ C0(X ) | f (τ(x))=
f (x), ∀x ∈ X } is the real C∗-algebra of invariant elements of (C0(X ),τ).

We must also say something about the tensor product of two Real graded C∗-algebras.

This paragraph is a direct adaptation of [70] to the Real case. Let (A,σ) be a Real graded

C∗-algebra. A Real graded linear functional on A is a linear functional f : A −→ C such

that f|A1 = 0 and f (σ(a)) = f (a) for all a ∈ A. A Real graded state on A is a positive linear

functional s on A such that ‖s‖ = 1. Suppose that (A,σ) and (B ,ς) are separable, Real

graded C∗-algebras, then (A�̂B ,σ�̂ς) denotes the algebraic Real graded tensor product of
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A and B , where elements are graded be |a�̂b| = |a|+ |b|, and the Real structure is given by

σ�̂ς(a�̂b) :=σ(a)�̂ς(b). The product and involutions are defined by

(a�̂b)(a′�̂b′) := (−1)|b||a
′|(aa′�̂bb′),

(a�̂b)∗ := (−1)|a||b|(a∗�̂b∗).

Now if s and t are Real graded states on A and B respectively, let

(s�̂t )(c∗c) :=
n∑

i , j=1
s(a∗i a j )t (b∗i b j ),

for c =∑n
i=1 ai �̂bi ∈ A�̂B . Then s�̂t is a Real graded state on A�̂B . We define a C∗-norm

on A�̂B by

‖c‖ := sup
s,t ,d

(s�̂t )(d∗c∗cd)

(s�̂t )(d∗d)
,

where the supremum is taken over all Real graded states s on A, t on B , and over all d ∈
A�̂B with (s�̂t )(d∗d) �= 0. The completion of A�̂B with respect to this norm is graded

C∗-algebra denoted by A⊗̂B ; moreover, σ�̂ς extends to a Real involution on A⊗̂B which

gives a Real graded C∗-algebra (A⊗̂B ,σ⊗̂ς) called the

(A,σ) (B ,ς).

A.2 Elementary Rg C∗-algebras

We are interested in the study of Real structures on graded C∗-algebras of compact

operators.

Definition A.2.1. A complex graded C∗-algebra A is called elementary of parity 0 (resp. of

parity 1) if it isomorphic as a graded C∗-algebra to K(Ĥ) (resp. to K(H)⊕K(H)), where Ĥ

(resp. H) is a complex graded Hilbert space (resp. a complex Hilbert space), and K(H)⊕
K(H) is equipped with the standard odd grading.

Example A.2.2 (The complex Clifford C∗-algebras). The complex Clifford C∗-algebras Clp

can be defined as graded C∗-algebras of compact operators in the following way. If p =
2m, Clp is Cl2m :=K(C2m−1 ⊕C2m−1

) equipped with the standard even grading Adε, where

ε =
(

0 1

1 0

)
; if p = 2m+1 is odd, then Cl2m+1 :=K(C2m

)⊕K(C2m
) with the standard odd

grading. We then see that the Cl2m’s are graded elementary C∗-algebras of parity 0, while

the Cl2m+1’s are graded elementary C∗-algebras of parity 1. Moreover, these algebras verify

Clp⊗̂Clq
∼=Clp+q as graded C∗-algebras ( [9, §.14.5]).
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For the sake of simplicity, we assume in what follows that H is a complex separable

infinite-dimensional Hilbert space. Then, by choosing an isomorphism H ∼=H⊕H, we

have a complex graded Hilbert space Ĥ :=H⊕H= (H⊕H)0⊕(H⊕H)1, where the grading

is given by (x, y) 	−→ (y, x). We thus obtain a complex graded elementary C∗-algebra K̂ev :=
K(Ĥ) of parity 0 (here "ev" stands for even) whose grading automorphism is the unitary(

0 1

1 0

)
. We also get a Real graded elementary C∗-algebra K̂odd :=K(H)⊕K(H) with the

standard odd grading. The next subsections are aimed at describing the Real structures of

K̂ev and K̂odd .

A.3 Real structures on K̂ev

Definition A.3.1. A (resp. ) on Ĥ is a ho-

mogenous anti-unitary J : Ĥ−→ Ĥ such that J 2 = 1 (resp. such that J 2 =−1).

Real structures on Ĥ will be denoted as JR, or as Ji ,R, i = 0,1 if we need to emphasize the

degree i of JR. Similarly, quaternionic structures will be denoted as JH, or Ji ,H, i = 0,1.

Given a Real structure JR : Ĥ −→ Ĥ, its (+1)-eigenspace ĤJR := {x ∈ Ĥ | JR(x) = x}

(that we will also denote by ĤR if there is no risk of confusion) is a real graded separable

infinite-dimensional Hilbert space such that Ĥ ∼= ĤJR ⊗R C. Furthermore, there exists an

orthonormal basis {en}n∈N of Ĥ, unique up to conjugation with homogenous elements in

the orthogonal group O(ĤJR), such that JR is given by JR(x) :=∑n x̄nen for all x =∑n xnen ∈
Ĥ. Writting JR in this form, we get the following straightforward lemma.

Lemma A.3.2. Let JR be as above. Define σR : K̂ev −→ K̂ev by σR(T ) := JRT JR. Then σR is a

Real structure on K̂ev such that (K̂ev )σR
∼=KR(ĤR) as real graded C∗-algebras.

Now suppose JH : Ĥ −→ Ĥ is a quaternionic structure. Define the degree 0 operator

I : Ĥ−→ Ĥ by I x := i x. Then I 2 =−1, and I J =−J I . Thus, we can define the operator K :=
I J : Ĥ −→ Ĥ which has the same degree as J and is such that K 2 =−1= I JK . It turns out

that there exists a graded action of the quaternions H on Ĥ given by (i , x) 	−→ i x, ( j , x) 	−→
j x := J x, and (k, x) 	−→ kx := K x = I J x, where {1, i , j ,k} is the usual basis of the division

ring H. Let ĤJH (or just HH if there is no risk of confusion) be the quaternionic graded

Hilbert space, where the H-valued inner product is given by 〈x, y〉H := 〈x, y〉 + 〈x, J y〉 j if

〈·, ·〉 denotes the complex scalar product of Ĥ.

Lemma A.3.3. Let JH be as above. Define σH : K̂ev −→ K̂ev by σH(T ) := −JHT JH. Then σH

is a Real structure on K̂ev such that (K̂ev )σH
is isomorphic, under a graded isomorphism, to

the real graded C∗-algebra KH(ĤH) of the compact H-linear operators on the quaternionic

graded Hilbert space ĤH.
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Proof. The only thing we need to show is the graded isomorphism. Suppose that T ∈
(K̂ev )σH

. Then, T JH = JHT , so that T extends uniquely to a compact H-linear opera-

tor T̃ : ĤH −→ ĤH through the formula T̃ ( j x) := JH(T x) for x ∈ Ĥ. This provides a ho-

momorphism of real graded C∗-algebras (K̂ev )σH
−→KH(ĤH),T 	−→ T̃ . Conversely, any

T̃ ∈KH(ĤH) induces a unique T ∈ L(Ĥ) such that T x = T̃ x for all x ∈ Ĥ. Then T ∈ K̂ev .

Moreover, one has (T JH)x = T (JHx) = T̃ ( j x) = j T̃ x = (JHT )x; hence, T JH = JHT , and

then σH(T ) = T . We then get a homomorphism of real graded C∗-algebras KH(ĤH) −→
(K̂ev )σH

, T̃ 	−→ T . It is easy to check that these two homomorphisms are inverses of each

other.

The following result classifies all the Real structures on K̂ev .

Proposition A.3.4. Suppose that σ is a Real structure on K̂ev . Then, σ is either of the form

σR, or of the form σH.

Proof. Choose an orthonormal basis {en} of Ĥ, and for T ∈ K̂ev , define T ∈ K̂ev by T (x) :=
T (x̄), where if x =∑n xnen , we set x̄ :=∑n x̄nen . Then T = vT v , where v : Ĥ −→ Ĥ is the

anti-unitary define by the complex conjugation with respect to the basis {en}. Moreover,

v2 = 1. Now, define σ̄ ∈ Aut(0)(K̂ev ) by σ̄(T ) := σ(T ). Then, there exists a homogenous

unitary u ∈ Û(Ĥ) such that σ̄ = Adu . Whence, σ(T ) = σ̄(T ) = uvT vu−1 = JT J−1, where

J := uv . Observe that J is a homogenous anti-unitary since v is. Furthermore, for all T ∈
K̂ev , we have T =σ2(T )= J 2T (J−1)2; therefore J 2 =±1.

Definition A.3.5. We say that a Rg elementary C∗-algebra (A,σ) of parity 0 is (of type)

[0;ε,η], where ε= 0,1, η=±, if its Real structure is induced by an anti-unitary J of degree ε

such that J 2 = η1.

Remark A.3.6. According to Proposition A.3.4, there are four types of Rg elementary C∗-

algebras of parity 0: [0;0,+], [0;0,−], [0;1,+], and [0;1,−].

Remark A.3.7. Regarding K(H) as of parity 0 (with the trivial grading of H), there any

Real structure on K(H) is given by the conjugation with anti-unitary J : H−→H such that

J 2 =±1. Thus, such a Real graded C∗-algebra is either a [0;0,+] or [0;0,−].

Example A.3.8 (Real strucutres on Cl2). Consider the second Clifford algebra Cl2 =K(C⊕
C) = M2(C), equipped with the standard even grading. There is a canonical Real structure

JR of degree 0 on the graded Hilbert space C⊕C given by the complex conjugation, and a

canonical quaternionic Real structure of degree 0 J0,H = i J0,R, which induce the same Real

structure cl0,2 on Cl2 such that (Cl2)σR
∼= (Cl2)cl0,2

∼=M2(R)∼=C l0,2. In other words, Cl2 is the

complexification of the second real Clifford algebra C l0,2 (see [7] for more details on the real

Clifford algebras C lp,q ).



A.4. Real structures on K̂odd 231

However, Cl2 is also the complexification of the quaternions H as follows. Define the quater-

nionic structure J1,H : C⊕C −→ C⊕C of degree 1 by (x, y) 	−→ (ȳ ,−x̄). The graded quater-

nionic Hilbert space obtained is H; the Real structure induced by J1,H is denoted by cl2,0.

Observe that (Cl2)cl2,0 = KH(H) = H ∼= C l2,0. Note that this Real structure is equivalent to

that induced by the anti-unitary J1,R(x, y) := (ȳ , x̄). These two Real structures will play a

central role in the classification of elementary Rg C∗-algebras in Section A.5.

A.4 Real structures on K̂odd

In this section we describe the Real structures on K̂odd . We start by some usefull ob-

servations. Suppose we are given a trivially graded C∗-algebra A. Then, any Real structure

σ on A defines the two different Real structures σ⊕σ and σ⊕ (−σ) on the graded C∗-

algebra A⊕ A (with the standard odd grading), resepctively given by (a,b) 	−→ (σ(a),σ(b))

and (a,b) 	−→ (σ(a),−σ(b)). Notice that the latter Real structure is equivalent to (a,b) 	−→
(σ(b),σ(a)). Furthermore, if we denote AR := Aσ, then on the one hand, we get (A⊕A)σ⊕σ is

the real graded C∗-algebra AR⊕AR with the standard odd grading, and on the other hand,

(A⊕ A)σ⊕(−σ) = AR⊕ i AR is isomorphic to the real graded C∗-algebra Ar eal which is the

underlying R-algebra of A. It is easy to see that the grading of Ar eal is given by A0
r eal = AR

and A1
r eal = i AR. Conversely, we have the following.

Proposition A.4.1. Let A be a complex C∗-algebra, and let A⊕A be equipped with the stan-

dard odd grading (a,b) 	−→ (b, a). Suppose τ is a Real structure on A⊕A. Then, τ is either of

the form (a,b) 	−→ (σ(a),σ(b)) or (a,b) 	−→ (σ(b),σ(a)), where σ : A −→ A is a Real structure

on the ungraded C∗-algebra A.

Proof. Since τ is of degree 0, it can be written in the form τ =
(
τ+ 0

0 τ−

)
with respect to

the decomposition A⊕ A = (A⊕ A)0⊕ (A⊕ A)1, where τ+ : (A⊕ A)0 −→ (A⊕ A)0 is a Real

structure on the C∗-subalgebra (A⊕ A)0 of A⊕ A, and τ− : (A⊕ A)1 −→ (A⊕ A)1 is an anti-

linear isomorphism of vector space. For all (a, a) ∈ (A⊕ A)0, τ+(a, a) ∈ (A⊕ A)0, so that it

is of the form (σ(a),σ(a)). If (ai , ai )−→ (a, a) ∈ (A⊕A)0, then (σ(ai ),σ(ai ))= τ+(ai , ai )−→
τ+(a, a) = (σ(a),σ(a)), and then σ(ai ) −→ σ(a) in A. Furthermore, it is straightforward

that σ(ab)=σ(a)σ(b), σ(λa)= λ̄σ(a) for all λ ∈C, a ∈ A, and that σ2 = 1, so that σ is a Real

structure on A. Now, for all (b,−b) ∈ (A⊕ A)1, (b,−b) · (b,−b)= (b2,b2) ∈ (A⊕ A)0; thus,

(τ−(b,−b))2 = τ(b2,b2)= τ+(b2,b2)= (σ(b)2,σ(b)2).

Hence, since this is true for all b ∈ A, we obtain τ−(b,−b) = (±σ(b),∓σ(b)). If τ−(b,−b) =
(σ(b),−σ(b)), then τ is given by τ(a,b)= (σ(a),σ(b)), for all (a,b) ∈ a⊕a, and if τ−(b,−b)=
(−σ(b),σ(b)), then for all (a,b) ∈ A⊕ A, τ(a,b)= (σ(b),σ(a)).
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Definition A.4.2. A Real structure τ on A ⊕ A is called if it is of the form (a,b) 	−→
(σ(a),σ(b)), it is if it is of the form (a,b) 	−→ (σ(b),σ(a)), where σ is a Real structure on

the ungraded C∗-algebra A.

Proposition A.4.3. Assume τ : A⊕ A −→ A⊕ A is a Real structure. Then

(a) (A⊕ A,τ)∼= (A⊗̂Cl1,σ⊗̂cl0,1), if τ is even, and

(b) (A⊕ A,τ)∼= (A⊗̂Cl1,σ⊗̂cl1,0), if τ is odd.

Proof. As graded complex C∗-algebras, A⊕A ∼= A⊗̂Cl1
∼= A⊗Cl1 (cf. [9, Corollary 14.5.3]). If

τ is even, then as real graded C∗-algebras, (A⊕A)R ∼= AR⊕AR
∼= (AR⊗̂C l0,1)= (A⊗̂Cl1)σ⊗̂cl0,1

,

where AR := Aσ, and (A⊕ A)R := (A⊕ A)τ; this establishes (a). If τ is odd, then (A⊕ A)R ∼=
Ar eal

∼= AR⊗̂C∼= AR⊗̂C l1,0
∼= (A⊗̂Cl1)σ⊗̂cl1,0

, which establishes (b).

Corollary A.4.4. Suppose σ is a Real structure on K̂odd . Then, there exists an anti-unitary

J :H−→Hwith J 2 =±1, such that either (K̂odd ,σ)∼= (K(H)⊗̂Cl1,AdJ ⊗̂cl0,1), or (K̂odd ,σ)∼=
(K(H)⊗̂Cl1,AdJ ⊗̂cl1,0).

Definition A.4.5. We say that a Rg elementary C∗-algebra (K̂odd ,σ) of parity 1 is (of type)

[1;ε,η], if the Real structure is of parity ε (i.e., ε is 0 if σ is even, and 1 if σ is odd), and if the

anti-unitary J of Corollary A.4.4 is such that J 2 = η1, where η=±.

Remark A.4.6. Notice that there are four of such types: [1;0,+], [1;0,−], [1;1,+], and [1;1,−].

Example A.4.7. (Cl1,cl0,1) and (Cl1,cl1,0) are of types [1;0,+] and [1;1,+], respectively.

A.5 The classification table

We start this section with the following lemma.

Lemma A.5.1. Let Ĥ1 and Ĥ2 be two complex graded Hilbert spaces, and let Ji , i = 1,2

be an anti-unitary of degree εi on Ĥi such that J 2
i = ±1. Denote by gi , i = 1,2 the grading

automorphism of K(Ĥi ). Then, there is an isomorphism of Real graded (elementary) C∗-

algebras

(K(Ĥ1)⊗̂K(Ĥ2),AdJ1⊗̂AdJ2 )∼= (K(Ĥ1⊗̂Ĥ2),AdJ ),

where J := J1g ε2
1 ⊗̂J2g ε2

2 .

Proof. The isomorphism of graded C∗-algebras K(Ĥ1)⊗̂K(Ĥ2)−→K(Ĥ1⊗̂Ĥ2) is given on

homogenous tensors by

(T1⊗̂T2)(x1⊗̂x2)= (−1)|T2|·|x1|T1(x1)⊗̂T2(x2).
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Moreover, a simple calculation shows that this is actually a Real isomorphism, whenK(Ĥ1⊗̂Ĥ2)

is equipped with the Real structure AdJ ; indeed,

AdJ (T1⊗̂T2)= (J1g ε2
1 ⊗̂J2g ε1

2

)(
T1⊗̂T2

)(
J1g ε2

1 ⊗̂J2g ε1
2

)∗
= (−1)ε1ε2+ε2|T1| (J1g ε2

1 T1⊗̂J2g ε1
2 T2
)(

(g∗1 )ε2 J∗1 ⊗̂(g∗2 )ε1 J∗2
)

= (−1)ε2|T1|+ε1|T2| ((J1g ε2
1 T1(g∗1 )ε2 J∗1 )⊗̂(J2g ε1

2 T2(g∗2 )ε1 J∗2 )
)

=AdJ1 (T1)⊗̂AdJ2 (T2).

A particular case of this lemma is the following.

Corollary A.5.2. Le J be an anti-unitary on the ungraded Hilbert spaceH such that J 2 = η1,

where as usual η = ±. Let cl0,2 and cl2,0 be the Real structures of Cl2 defined in Exam-

ple A.3.8. Then,

• [0;0,η]∼= (K(H),AdJ )⊗̂(Cl2,cl0,2), where J :H−→H is such that J 2 = η1, and

• [0;1,η]∼= (K(H),AdJ )⊗̂(Cl2,cl2,0), where J :H−→H is such that J 2 =−η1.

The next theorem can be viewed as a generalisation of Wall’s result, [92, Theorem 3],

to the infinite dimensional case.

Theorem A.5.3. The type of the Real graded tensor product of two Real graded elementary

C∗-algebras (A,σA) and (B ,σB ) depends only on those of (A,σA) and (B ,σB ). Moreover, we

have the formulae

[0;ε1,η1]⊗̂[0;ε2,η2]= [0;ε1+ε2, (−)ε1ε2η1η2] (1.1)

[0;ε1,η1]⊗̂[1;ε2,η2]= [1;ε1+ε2, (−)ε1+ε1ε2η1η2] (1.2)

[1;ε1,η1]⊗̂[1;ε2,η2]= [0;1+ε1+ε2, (−)ε1ε2η1η2] , (1.3)

where the sum of degrees is mod 2.

Proof. The formula (1.1) is nothing more than Lemma A.5.1. Indeed, we have seen that the

Real structure on K(Ĥ1⊗̂Ĥ2) is defined by the anti-unitary J = J1g ε2
1 ⊗̂J2g ε1

2 . The degree of

J is then ε= ε1+ε2, and J 2 = (−1)ε1ε2 J 2
1⊗̂J 2

2 = (−1)ε1ε2η1η21⊗̂1.

Also, combining Corollary A.4.4, Corollary A.5.2, we get (1.2), by considering the isomor-

phism of Rg C∗-algebras

(K(Ĥ1),Ad j1 )⊗̂(K(H2)⊗̂Cl1,AdJ2⊗̂τ1)∼= (K(Ĥ1⊗̂H2)⊗̂Cl1,AdJ ⊗̂τ1),

where J = J1⊗̂J2, and τ1 is either cl0,1 or cl1,0.

Finally, the equality (1.3) follows from Corollary A.5.2 and the following isomorphisms of
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Rg C∗-algebras, which can be established by merely using the properties of the real Clifford

algebras (see [7]):

(Cl1,cl0,1)⊗̂(Cl1,cl0,1)∼= (Cl2,cl0,2)

(Cl1,cl0,1)⊗̂(Cl1,cl1,0)∼= (Cl2,cl0,2)

(Cl1,cl1,0)⊗̂(Cl1,cl1,0)∼= (Cl2,cl2,0).

We summarise all the preceding discussions by the following result.

Definition and Proposition A.5.4. Denote by K̂0, the Rg elementary C∗-algebra (K̂ev ,AdJR),

where JR is the anti-unitary of degree 0 on Ĥ defined by (x, y) 	−→ (x̄, ȳ) ("−" is the complex

conjugation with respect to an arbitrary orthonormal basis of Ĥ). Then K̂0 is of type [0;0,+].

Say that two Rg elementary C∗-algebras A and B are stably isomorphic if A⊗̂K̂0
∼=

B⊗̂K̂0, as Rg C∗-algebras.

Slable isomorphism classes of Rg elementary C∗-algebras form an abelian group of order

8 under Rg tensor products, denoted by B̂rR(∗), and called the Rg Brauer group of the point.

The unit element of B̂rR(∗) is the element K̂0.

Furthermore, elements of B̂rR(∗) are, up to stable isomorphisms, classified by the follow-

ing 8-periodic table

Parity 0 Parity 1

K̂0 := [0;0,+] K̂1 := [1;0,+]

K̂2 := [0;1,+] K̂3 := [1;1,−]

K̂4 := [0;0,−] K̂5 := [1;0,−]

K̂6 := [0;1,−] K̂7 := [1;1,+]

Table A.5.1: Classification of Rg elementary C∗-algebras

Remark A.5.5. Under the notations of Table A.5.1, we set for all n ∈N∗:

K̂n := K̂1⊗̂ · · · ⊗̂K̂1︸ ︷︷ ︸
n−t i mes

.

Then K̂p⊗̂K̂q
∼= K̂p+q , and from the theorem, K̂n

∼= K̂n+8 for all n ∈N. Now, define K̂−n as

the inverse of K̂n in B̂rR(∗). Then K̂−n = K̂8−n

Example A.5.6. (Cf. [81]). One can determine the Real structures of the graded Clifford C∗-

algebras Cln (recall Example A.2.2), for n ∈ N∗, in the following way: decompose n into a

sum p + q, and consider the Real space Rp,q ⊗R C, with the obvious involution; this latter



A.5. The classification table 235

induces a Real structure clp,q on the graded C∗-algebra Cln =C l (Rp,q ⊗R C), such that the

Real part is isomorphic to the graded real Clifford algebra C lp,q . For this reason, we denote

the thus obtained Real graded C∗-algebra by Clp,q . Indeed, for every decomposition n =
p +q, it is not hard to check that Clp,q is a Rg elementary C∗-algebra of type q −p mod 8

(see for instance [28]).
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B
GNS-construction for Rg C∗-algebras. Rg

C0(X )-algebras

B.1 The GNS-construction for Real graded C∗-algebras

Our goal here in this section to fit the GNS-construction techniques on the framework

of Real graded C∗-algebras. For this, we have to give some basic definitions.

Definition B.1.1. A Real graded representation of (A,σ) is a Real graded ∗-homomorphism

π : A −→L(Hπ) where Hπ is a Real graded Hilbert space.

If H = H 0 ⊕H 1 and H ′ = H ′0 ⊕H ′1 are Real graded Hilbert spaces, we have already

seen that L(H , H ′) is Real via T̄ (h) = T (h̄). Furthermore, operators in L(H , H ′) can be

represented by matrices of the form

T =
(

T+ D∓

D± T−

)
,

where T+ : H 0 −→ H ′0, T− : H 1 −→ H ′1, and D∓ : H 1 −→ H ′0, D± : H 0 −→ H ′1. Note that if

D∓ =D± = 0, then T is of order 0, while T is of order 1 if T+ = T− = 0. Now, let

U0
r (H , H ′) :=

{
u =
(

u+ 0

0 u−

)
∈U(H , H ′) | ū = u

}
,

U1
r (H , H ′)=

{
u =
(

0 u∓

u± 0

)
∈U(H , H ′) | ū = u

}
,

and let

Ûr (H , H ′) :=U0
r (H , H ′)�U1

r (H , H ′).

237
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Then Ûr is by construction a closed (Real) subgroup of U(H , H ′) which inherits the strong

operator topology from U(H , H ′). Elements of Ûr (H , H ′) are called Real graded unitaries.

Definition B.1.2. Two Real graded representations π : A −→L(H) and π′ : A −→L(H ′) of a

Real graded C∗-algebra (A,σ) are (unitarily) equivalent, and we write π∼ π′, if there exists

a Real graded unitary isomorphism u ∈ Ûr (H , H ′) such that

π(a)= uπ′(a)u∗, ∀a ∈ A.

As in the general theory of representations of C∗-algebras (ungraded case without con-

sidering Real structures), it is easy to check that equivalence of Real graded representations

is an equivalence relation.

Also as in the usual case, a closed subspace K ∈ Hπ is called invariant subspace of π if

π(A)K ⊂K . A Real graded representation (π, Hπ) is irreducible if it has no proper invariant

subspaces.

Lemma B.1.3. Let f be a Real graded positive functional on (A,σ). Then for all a,b ∈ A we

have

1. f (σ(a∗b))= f (b∗a);

2. (Cauchy-Schwarz inequality) | f (b∗a)| ≤ f (b∗b) f (a∗a).

Proof. From [75, Lemma A.4] we have f (b∗a)= f (a∗b) for any positive linear function f ;

now since f is Real, we get (1). The second point is the usual Cauchy-Schwarz inequality.

Let Ŝr (A) be the convex set of Real graded states on (A,σ). Then an extreme point 1 of

Ŝr (A) is called a pure Real graded state on (A,σ). The proof of the following lemma is the

the same as in the usual case ( [75, Lemma A.13]).

Lemma B.1.4. For every element of a Real graded C∗-algebra (A,σ), there is a Real graded

pure state s on (A,σ) such that s(a∗a)= ‖a‖2.

Now we come to the GNS-construction for Real graded C∗-algebras. Let us start with a

Real graded state s on (A,σ) and let

Ns := {a ∈ A | s(a∗a)= 0
}

.

We can see directly that Ns is invariant with respect to σ. Moreover, if a = a0+a1 ∈Ns ,

then a∗a = (a0)∗a0+(a1)∗a1+(a0)∗a1+(a1)∗a0, and since ((a0)∗a1) and (a1)∗a0 belong to

A1, we haveσ(a∗a)=σ((a0)∗a0)+σ((a1)∗a1)= 0, henceσ((a0)∗a0)=σ((a1)∗a1)= 0 which

1Recall that in general, if S is a convex subset of a vector space V , then v ∈ S is an extreme point of S if

v = t w + (1− t )z for some w, z ∈ S and t ∈ [0,1] implies v =w = z
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shows that Ns =Ns∩A0⊕Ns∩A1 is graded. It turns out that the quotient space A/Ns is Real

graded (its Real involution, designed by the bar, is a+Ns :=σ(a)+Ns). However, it follows

from Lemma B.1.3 that s(b∗a) = 0 if either a or b lies in Ns . Thus there is a well-defined

inner product on A/Ns such that

〈a+Ns ,b+Ns〉 = s(b∗a).

It is also easy to check that this inner product is Real graded. Indeed, if we consider A/Ns

as a C-module with C being given the trivial grading and its canonical Real structure, then

〈a0 +Ns ,b1 +Ns〉 = 〈a1 +Ns ,b0 +Ns〉 = 0 for ai ∈ A1,bi ∈ Ai , i = 0,1; the compatibility

of this inner product with the Real structures comes from the fact that s is Real. Let Hs

be the completion of A/Ns with respect to this Real graded inner product. Then Hs is

a Real graded Hilbert space. Now from Lemma B.1.3, Ns is a Real graded left ideal in

A for if a ∈ A,b ∈ Ns we have |s((ab)∗ab)| ≤ s(b∗b)s((a∗ab)∗a∗ab) = 0. So A acts by left

multiplication on A/Ns , i.e., a.(b+Ns) := ab+Ns . This action is Real and graded. Moreover,

since b∗a∗ab ≤ ‖a‖2b∗b, we have that

‖a.(b+Ns)‖ ≤ ‖a‖2s(b∗b)= ‖a‖2‖b+Ns‖,

so the elements of A act as bounded Real graded operators on A/Ns and extends to bounded

Real graded operators πs(a) on the completion Hs . The obtained Real graded representa-

tion πs : A −→L(Hs) is called the GNS-representation of the Real graded C∗-algebra (A,σ).

Then we have the following proposition:

Proposition B.1.5. Every Real graded state s on (A,σ) gives rise to a (nondegenerate) Real

graded representation πs on a Real graded Hilbert space Hs given by the GNS-construction.

Lemma B.1.6. Let s be a Real graded state on (A,σ). Then the GNS-representation (πs ,Hs)

is irreducible if and only if s is a Real graded pure state.

Proof. Forgetting the gradings and the Real structures, this lemma is just [75, Lemma

A.12]. Now it remains to manage with the gradings and the Real structures which is not

difficult to do.

Now, if we combine this lemma to B.1.4, we come out to the conclusion that every Real

graded C∗-algebra (A,σ) admits Real graded representations.

B.2 The spectrum as a Real space

In this section we deal with the set of equivalence classes of Real graded representa-

tions of a Real graded C∗-algebra, and show how this can naturally be provided with the

structure of Real space.
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Definition B.2.1. The spectrum (Â,τ) of (A,σ) consists of the set of equivalence classes

of Real graded representations of A and the Real structure τ : Â −→ Â defined by τ([π]) :=
[τ(π)], for a class [π] of a Real graded representation (π,Hπ), where τ(π)(a) :=π(σ(a)).

Example B.2.2. Let (X ,τ) be a Real locally compact and Hausdorff space. Then the spec-

trum of the Real C∗-algebra (C0(X ),τ) is identified with (X ,τ).

Given a Real graded irreducible representation (π,Hπ) of (A,σ), it is easy to check that

K er π is a closed Real graded ideal in A.

A closed Real graded ideal I in (A,σ) is said primitive if it is the kernel of a Real graded

irreducible representation of (A,σ). If I = K er π is a Real graded primitive ideal in (A,σ),

then

τ(I ) :=K er τ(π)

is a Real graded primitive ideal, where τ is the Real structure defined in Definition B.2.1,

and where we consider π as the representative of the class [π] ∈ Â.

Definition B.2.3 (The Real graded primitive ideal space). The Real graded primitive ideal

space (�PrimR A,τ) of (A,σ) is the set of Real graded primitive ideals of (A,σ) endowed with

the Jacobson topology ( [75, A.2]), together with the Real structure τ defined above .

(�PrimR A,τ) is then a topological Real space, and the spectrum (Â,τ) inherits the topol-

ogy from (�PrimR A,τ) (through the Real map Â −→�PrimR A, π 	−→ kerπ) by considering a

subset U ∈ Â as open if {K er π | π ∈U } is open in �PrimR A. In this topology, each set of the

form {π ∈ Â | ‖π(a)‖ > k} is open, and each set of the form {π ∈ Â | ‖π(a)‖ ≥ k} is compact

( [75, Lemma A.30]). It turns out that the spectrum is always locally compact. Moreover,

we have the following simple lemma.

Lemma B.2.4. Suppose that the specrtum (Â,τ) of (A,σ) is Hausdorff. Then the map π 	−→
kerπ is a Real homeomorphism between (Â,τ) and (�Primr A,τ).

As in the ungraded complex case, we can show that any Real graded primitive ideal is

prime. However, we have also the following lemma which will play an important role in

the sequel.

Lemma B.2.5. If (A,σ) is separable then any Real graded prime ideal is primitive.

Now we can give the Dauns-Hoffmann Theorem analog for Real graded C∗-algebras,

which can be proved through an easy adaptation of [75, A.3].

Theorem B.2.6 (Dauns-Hoffmann). Let (A,σ) be a Real graded C∗-algebra. For each

I ∈ �PrimR A, let pI : A −→ A/I be the quotient map. Then there is a Real isomorphism

Ψ :Cb(�PrimR A)−→ZM(A)(o) such that for all f ∈Cb(�PrimR A) and a ∈ A,

pI (Ψ( f )a)= f (I )pI (a), ∀I ∈�PrimR A. (2.1)
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B.3 Real graded C0(X )-algebras

Definition B.3.1. Let (A,σ) be a Real graded C∗-algebra and (X ,τ) be a Real locally com-

pact Hausdorff space. Then (A,σ) is a Real graded C0(X )-algebra if there is a Real homo-

morphism

ΦA :C0(X )−→ZM(A)(0)

which is nondegerate in the sense that the (Real graded) ideal

ΦA(C0(X ))A := {ΦA( f )a | f ∈C0(X ), a ∈ A} (2.2)

is dense in A.

Proposition B.3.2. Suppose (A,σ) is a Real gradedC0(X )-algebra and J is an ideal inC0(X ).

Then ΦA(J ).A is a graded ideal in A. Moreover, if J is invariant in C0(X ) (with respect to the

involution of C0(X ), also denoted by τ, induced by τ), then ΦA(J ).A is Real graded in A.

Proof. The closure of ΦA(J ).A is by definition the closed linear span of I := {ΦA( f )a | f ∈
J , a ∈ A}. Therefore we have to show that given a ∈ A and ΦA( f )b ∈ I then a(ΦA( f )b) and

(ΦA( f )b)a belong to I . Let us consider the pair (L,R) ∈M(A) consisting of left and right

translation in A. Then, since ΦA( f ) ∈ZM(A), we have

a(ΦA( f )b)= La(ΦA( f )b)=ΦA( f )(La(b))=ΦA( f )(ab) ∈ I ,

and

(ΦA( f )b)a =Ra(ΦA( f )b)=ΦA( f )(Ra(b))=ΦA( f )(ba) ∈ I .

Now, sinceΦA( f ) is of order 0 inZM(A), thenΦA( f )a =ΦA( f )a0+ΦA( f )a1 withΦA( f )ai ∈
Ai ; but this means that I = I ∩ A0⊕ I ∩ A1.

For the second part of the proposition, observe that we have a commutative diagram

C0(X )
ΦA ��

τ

��

ZM(A)(0)

σ
��

C0(X )
ΦA �� ZM(A)(0)

.

Then if J is invariant in C0(X ) (i.e., τ( f ) ∈ J , ∀ f ∈ J ) and f ∈ J , we get

σ(ΦA( f )a)=σ(ΦA( f )(σ2(a)))= (σ(ΦA( f ))(σ(a))= (ΦA(τ( f ))(σ(a)).
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Let (A,σ) be a Real graded C0(X )-algebra and let the C∗-algebra C be endowed with

its complex conjugation as Real structure. For x ∈ X , we denote by Jx the ideal in C0(X )

defined by the kernel of the evaluation map evx :C0(X )−→C (not necessarily a Real map).

Then we denote the ideal ΦA(Jx).A by Ix and the quotient A/Ix by Ax . We think of Ax as

the fibre of A over x and the class in Ix of an element a ∈ A is denoted by ax . In this way,

we think of each a ∈ A as a function from X to
∐

x∈X Ax .

Remark B.3.3. If x ∈ X is invariant with respect to τ then the ideal Jx is invariant in C0(X );

thus from Proposition B.3.2, ΦA(Jx).A is Real graded in A and σ induces a Real structure on

the graded C∗-algebra Ax. In particular, if τ is trivial then every fibre Ax is a Real graded

C∗-algebra with respect to σ.

Remark B.3.4. Notice that τ induces a map Jx −→ Jτ(x). Indeed, given an f ∈ Jx , we have

τ( f )(τ(x))= f (τ2(x))= f (x)= 0,

thus τ( f ) ∈ Jτ(x).

Since ΦA ◦ρ =σ◦ΦA, it then follows that σ induces a map ΦA(Jx)−→ΦA(Jτ(x)) and hence a

graded map σ′ : Ix −→ Iτ(x) given by

σ′(ΦA( f )a) :=σ(ΦA( f )).σ(a)=ΦA(τ( f )).σ(a).

It turns out that for any x ∈ X , there is a map Ax −→ Aτ(x) given by

ax 	−→σ(a)τ(x)

which is obviously anti-linear and it intertwines the gradings.

Definition B.3.5 (Homomorphism of Real graded C0(X )-algebras). Let (A,σ) and (B ,ν)

be Real graded C0(X )-algebras. A C∗-homomorphism ϕ : A −→B is called homomorphism

of Real graded C0(X )-algebras if it is Real, graded, and C0(X )-linear in the sense that for all

f ∈C0(X ) and a ∈ A, one has ϕ(σ(a))= ν(ϕ(a)) and ϕ(ΦA( f )a)=ΦB ( f )ϕ(a).

Example B.3.6. Let (D,ς) be a Real graded C∗-algebra and let (X ,ρ) be a Real space. The

Real structure on the C∗-algebra A :=C0(X ,D) is given by

σ(a)(x) := ς(a(ρ(x))), ∀y ∈ A, x ∈ X ,

while the grading is ε(a)(x) := ε′(a(x)) if ε′ is the grading in D. DefineΦ :C0(X )−→ZM(A)(0)

by

Φ( f )(a)(x) := f (x)a(x), for f ∈C0(X ), x ∈ X and a ∈ A.

In this way, (A,σ) is a Real graded C0(X )-algebra. The only thing that we have to show

here is that Φ commutes with the Real involutions. Let f ∈C0(X ), a ∈ A and x ∈ X , then we

have

σ(Φ( f )(a)(x))=σ(Φ( f )(σ(a)))(x)= ς(Φ( f )(σ(a))(τ(x)))
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= ς( f (τ(x))ς(a(x)))= f (τ(x)).a(x)

= (τ( f ))(x).a(x)=Φ(τ( f ))(a)(x).

However, the map Ax 
 a.Ix 	−→ a(x) ∈ D is well defined (and is graded), and it identifies

each fibre Ax with D (the identification of elements of D with elements of A being the obvi-

ous one).

Example B.3.7. Suppose that (X ,τ) and (Y ,τ′) are Real locally compact Hausdorff spaces

and that p : Y −→ X is a continuous Real map. Then (C0(Y ),τ′) is a Real graded C0(X )-

algebra with respect to the Real map ΦC0(Y ) :C0(X )−→Cb(Y )=M(C0(Y )) given by

ΦC0(Y )( f )(g )(y) := f (p(y))g (y),

and the trivial grading. Each fibre C0(Y )x is isomorphic to C0(p−1(x)) (under a Real isomor-

phism) and if f ∈C0(Y ) then fx is just f|p−1(x).

Example B.3.8. Let (A,σ) be a Real graded C∗-algebra. Then the Dauns-Hoffmann theorem

can also be characterized in terms of Real graded irreducible representations. If (π,Hπ) ∈
(Â,τ), then by taking I = kerπ in Theorem B.2.6, we have

π(Ψ( f )a)= f (kerπ)π(a), ∀ f ∈Cb(�PrimR A), a ∈ A.

Thus, if (X ,τ′) is a Real space and if ϕA : �PrimR A −→ X is any Real continuous map, we get

a Real homomorphism ΦA :C0(X )−→Cb(�PrimR A)∼=ϕA ZM(A)(0) by defining

ΦA( f ) := f ◦ϕA,

where we identify f ◦ϕA with its imageΨ( f ◦ϕA) inZM(A)(0). However, ΦA is nondegenerate

(see [94, p.355]); hence (A,σ) is Real graded C0(X )-algebra.

Through this example we have proved the first statement of the following proposition

( [94, Proposition C.5]).

Proposition B.3.9. Suppose (X ,τ′) is Real locally compact space. If there is a Real continu-

ous map ϕA : �PrimR A −→ X , then (A,σ) is a Real graded C0(X )-algebra with

ΦA( f )= f ◦ϕA, ∀ f ∈C0(X ). (2.3)

Conversely, if ΦA : C0(X ) −→ Cb(�PrimR A) ∼= ZM(A)(0) is a Real graded C0(X )-algebra,

then there is a Real continuous map ϕA : �PrimR A −→ X such that (2.3) holds.

In particular, every Real graded irreducible representation of (A,σ) is lifted from a fi-

bre Ax for some x ∈ X . More precisely, if π ∈ (Â,τ), then the Real graded ideal IϕA(kerπ)

is contained in kerπ, and π is lifted from an irreducible representation of the C∗-algebra

AϕA(kerπ). Furthermore, if π is invariant with respect to τ, then it is lifted from a Real graded

irreducible representation of (AϕA(kerπ),σ).
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Example B.3.10 ( [32]). Let (A,σ) be a separable Rg C∗-algebra with Hausdorff spectrum.

If we identify (�PrimR A,τ) with (Â,τ), then the identity map ϕA = i d : �PrimR A −→ Â allows

us to view (A,σ) as a Rg C0(Â)-algebra with

(ΦA( f )a)π = f (π)aπ,

where we identify any Rg primitive ideal kerπ with π ∈ Â. Moreover, each fibre Aπ can be

identified with A/kerπ, and since A is separable, Aπ is an elementary (Real if π in invariant

under τ) graded C∗-algebra.



C
Real fields of graded C∗-algebras

Definition C.0.11. Let (X ,τ) be a locally compact Hausdorff Real space. A continuous

(resp. upper semicontiniuous) Real field of graded Banach spaces A over X consists of a

family (Ax)x∈X of graded Banach spaces together with a topology on Ã=∐x∈X Ax and a un

involution σ : Ã−→ Ã such that

(i) the topology on Ax induced from that on Ã is the norm-topology;

(ii) the projection p : Ã−→ X is Real, continuous, and open;

(iii) the map a 	−→ ‖a‖ is continuous (u.s.c) from Ã to R+, and ‖σ(a)‖ = ‖a‖, ∀a ∈ A.

(iv) the map (a,b) 	−→ a+b is continuous from Ã×X Ã to Ã;

(v) the scalar multiplication (λ, a) 	−→λa is continuous from C× Ã to Ã;

(vi) the induced bijection σx : Ax −→Aτ(x) is an anti-linear isomorphism of graded Ba-

nach spaces for every x ∈ X , i.e. the diagram

C×Ax
��

��

Ax

��
C×Aτ(x)

�� Aτ(x)

(3.1)

commutes, where the horizontal arrows are the action of C on the fibres and the ver-

tical ones are the Real involutions (C being endowed with the complex conjugation),

and σ◦εx = ετ(x) ◦σx.

(vii) if {ai } is a net in Ã such that ‖ai‖ → 0 and p(ai )→ x ∈ X , then ai → 0x, where 0x is

the zero element in Ax.

245
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We also say that (A,σ) is a Real graded Banach bundle (resp. u.s.c. bundle) over (X ,τ).

Definition C.0.12. A Real graded Hilbert bundle (resp. u.s.c. bundle) over (X ,τ) is a Real

graded Banach bundle (resp. u.s.c. bundle) (A,σ) over (X ,τ) each fibre Ax is a graded

Hilbert space with such that the fibrewise scalar products verify

〈σx(ξ),σx(η)〉 = 〈ξ,η〉

for every ξ,η ∈Ax.

Definition C.0.13. A Real graded C∗-bundle (resp. u.s.c. C∗-bundle) over (X ,τ) is a Real

graded Banach bundle (resp. u.s.c. Banach bundle) (A,σ) such that each fibre is a graded

C∗-algebra satisfying the following axioms

(a) the map (a,b) 	−→ ab is continuous from Ã×X Ã to Ã;

(b) σ(ab)=σ(a)σ(b) for all (a,b) ∈ Ã×X Ã;

(c) for x ∈ X , σx(a∗)=σx(a)∗ for all a ∈Ax.

Homomorphism of Real graded u.s.c. Banach bundles and of u.s.c. C∗-bundles are

defined in an obvious way.

Example C.0.14 (Trivial bundles). If (A,−) is any graded Real Banach algebra (resp. C∗-

algebra), then the first projection pr1 : (X ×A,τ×−)−→ (X ,τ) defines a Real graded Banach

bundle (resp. C∗-bundle) with fibre A. A Real graded Banach bundle (resp. C∗-bundle) of

this form is called trivial.

Definition C.0.15. A u.s.c. field of graded Banach spaces Ã−→ X (without Real structure)

is said to be locally trivial if for every x ∈ X , there exists a neighborhood U 
 x such that Ã|U
is isomorphic (under a graded isomorphism) to a trivial field U ×B, where B is a graded

Banach space.

Similarly, we talk about locally trivial field of graded Banach algebras, graded Hilbert alge-

bras, and graded C∗-algebras.

Unless otherwise stated, all of the graded Banach bundles and C∗-bundles we are deal-

ing with are assumed locally trivial.

We shall however point out that the above notion of local triviality is not sufficient

in the category of Real bundles. Roughly speaking, suppose (X ,τ) is a Real space and

(A,σ) −→ (X ,τ) is a u.s.c. Real field of graded Banach spaces which is locally trivial in

the sense of Definition C.0.15. Then it is not true that there exists a Rg Banach space A

such that the Real space A locally behaves like A in the sense that there would exists, for
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all x ∈ X , an open Real neighborhood U of x (i.e. τ(U ) =U ) and and a Real homeomor-

phism h : p−1(U )−→U × A; or equivalently, there would exists a Real open cover {Ui } of X

and a trivialization hi : p−1(Ui )−→Ui × A such that the following diagram commutes

p−1(Ui )
hi ��

τ|Ui
��

Ui × A

τ×bar

��
p−1(Uī )

hī �� Uī × A

(3.2)

where as usual we have written "bar" for the Real structure of A.

Definition C.0.16. A Rg Banach bundle (resp. C∗-bundle, Hilbert bundle, etc.) A −→ X is

said locally trivial in the category of Real spaces (LTCR, for short) if there exists a Rg Banach

space (resp. C∗-algebra, Hilbert space, etc.) A and a Real local trivialization (Ui ,hi )i∈I such

that the diagram (3.2) commutes.

Example C.0.17. Let A be a simple separable stably finite unital C∗-algebra that is not the

complexification of any real C∗-algebra ( [72, Corollary 4.1]). Define a continuous Real field

of (trivially) graded C∗-algebras Ã over the Real space S0,1 = {+1,−1} by setting

A−1 := A, and A+1 := A,

where A is the complex conjugate of A, together with the Real structure σ : Ã−→ Ã given by

the conjugate linear ∗-isomorphism � : A −→ A (the identity map). Then A is not LTCR since

A � A.

Definition C.0.18. An even (resp. odd) elementary graded C∗-bundle A over X is a locally

trivial field of graded C∗-algebras Ã−→ X such that every fibre Ax is isomorphic to K(Ĥx)

(resp. K(Hx)⊕K(Hx)), where Ĥx (resp. Hx) is a graded Hilbert space (resp. is a Hilbert

space).

Definition C.0.19 (Pull-backs). If (A,σ) is a graded Real C∗-bundle over (X ,ρ) and ϕ :

(Y ,�) −→ (X ,ρ) is a continuous Real map, then the (A,σ) ϕ is the

graded Real C∗-bundle (ϕ∗A,ϕ∗σ) −→ (Y ,�), where ϕ∗A := Y ×ϕ,Y ,p A, and ϕ∗σ(y, a) :=
(�(x),σ(a)), ∀(y, a) ∈ϕ∗A. Each fibre (ϕ∗A)y can be identified with Aϕ(y) and then inherits

the grading of the latter.

Remark C.0.20. For any graded Real Banach (resp. C∗-) bundle (A,σ)−→ (X ,ρ), C0(X ,A)

is a graded Real Banach (resp. C∗-) algebra with respect to the obvious pointwise operations

and norm ‖s‖ := supx∈X ‖s(x)‖; the grading and the Real structure are given by ε(s)(x) :=
εx(s(x)) and σ(s)(x) := σρ(x)(s(ρ(x))). It is straightforward that σx ◦σρ(x) = IdAρ(x) , σρ(x) ◦
σx = IdAx . In particular, for a Real point x ∈ X , Ax is a Real graded Banach (resp. C∗-)

algebra.
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Note that if p : (A,σ) −→ (X ,ρ) is a graded Real C∗-bundle, then C0(X ) acts by multi-

plication on C0(X ,A). Moreover, this action is Real and graded. Indeed, for f ∈ C0(x) and

s ∈ C0(X ,A), we put σ( f .s)(x) := f (ρ(x))σ(s(ρ(x))) = ρ( f )(x).σ(s)(x). Thus, (A,σ), where

A =C0(X ,A), is a graded Real C0(X )-module.

If (A,σ) is a graded Real Banach bundle over (X ,ρ), then a continuous function s :

X −→ A such that p ◦ s = IdX is called a of A. Note that if s is a section of A,

then for any x ∈ X , s(ρ(x)) and σ(s(x)) are in the same fibre Aρ(x). We say that s is Real if

s(ρ(x))=σ(s(x)). The collection of sections s for which x 	−→ ‖s(x)‖ is in C0(X ) is denoted

by C0(X ,A).

Definition C.0.21. A Real graded Banach bundle p : A−→ X has enough sections if given

any x ∈ X and any a ∈Ax, there is a continuous section s ∈C0(X ,A) such that s(x)= a.

Actually the following result assures us that all our Rg Banach bundles have enough

sections (see [29, Appendix C] for a detailed proof).

Theorem C.0.22 (Douady - dal Soglio-Hérault). Any Banach bundle over a paracompact

or locally compact space has enough sections.

Corollary C.0.23. Suppose (X ,ρ) is a locally compact Hausdorff Real space. Then, if p :

(A,σ)−→ (X ,ρ) is a Tg Banach bundle, Real sections always exist.

Proof. Let x ∈ X , a ∈Ax ; then by Theorem C.0.22 there exists s ∈ C0(X ,A) such that s(x)=
a. Since for every x ∈ X , s(x) and σρ(x)(s(ρ(x))) belong to the Banach algebra Ax , the map

s̃ := 1
2 (s+σ(s)) is a well-defined section in C0(X ,A) which verifies σ(s̃)= s̃.

Remark C.0.24. Let p : (A,σ) −→ (X ,ρ) be a graded Real C∗-bundle. Then, the Defini-

tion C.0.11 can be interpreted by the fact that there exists a graded Real C∗-algebra (A,−)

(the (A,σ)), together with a family of graded isomorphisms of C∗-algebras mx :

Ax −→A, x ∈ X (or in other words, mx ∈ Isom(0)(Ax ,A)), such that

mx(a)=mρ(x) (σx(a)) , ∀x ∈ X , a ∈Ax . (3.3)

Definition C.0.25 (Elementary Rg C∗-bundle). A Rg C∗-bundle (A,σ) −→ (X ,ρ) is called

elementary if each fibre Ax is isomorphic to a graded elementary C∗-algebra.

Definition C.0.26. We say that a Rg elementary C∗-bundle p : (A,σ) −→ (X ,ρ) satisfies

Fell’s condition if (and only if) (C0(X ,A),σ) is continuous-trace.

Note that if (A,σ) −→ (X ,ρ) is a Rg elementary C∗-bundle, the spectrum of (A,σ) is

naturally identified with (X ,ρ).

In the sequel, we will write A for C0(X ,A) and if ϕ : (Y ,�) −→ (X ,ρ) is a continuous Real

map, we write ϕ∗A for C0(Y ,ϕ∗A).
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Definition C.0.27 (Morita equivalence). Suppose that pA : (A,σA) −→ (X ,ρ) and pB :

(A,σB) −→ (X ,ρ) are graded Real C∗-bundles. Then a Rg Banach bundle q : (E,σA) −→
(X ,ρ) is called a RgA-B-imprimitivity bimodule if each fibreEx is a gradedAx-Bx-imprimitivity

bimodule such that

(a) the natural maps (A×X E,σA×σE)−→ (E,σE), (a,ξ)−→ a ·ξ and (E×X B,σE×σA)−→
(E,σE), (b,ξ) 	−→ b ·ξ are Real and continuous;

(b) (σA)x(Ax 〈ξ,η〉)=Aρ(x)〈(σE)x(ξ), (σE)x(η)〉 and (σB)x(〈ξ,η〉Bx )= 〈(σB)x(ξ), (σE)x(η)〉Bρ(x) .

If such a Rg A-B-imprimitivity bimodule exists, we say that (A,σA) and (B,σB) are

Morita equivalent.

Let (A,σA) and (B,σB) be elementary Rg C∗-bundles over (X ,ρ). Then, there is a

unique elementary Rg C∗-bundle A⊗̂B over X ×X with fibre Ax⊗̂By over (x, y) and such

that (x, y) 	−→ f (x)⊗̂g (y) is a section for all f ∈ A = C0(X ,A) and g ∈ B = C0(X ,B). The

Real structure is given by (σA)x⊗̂(σB)y over (x, y). By this construction, the elementary Rg

C∗-bundle (A⊗̂B,σA⊗̂σB) satisfies Fell’s condition if (A,σA) and (B,σB) do, as does its

restriction (A⊗̂XB,σA⊗̂XσB) to the diagonal Δ= {(x, x) ∈ X ×X }.

Definition C.0.28. Let (A,σA) and (B,σB) be Rg elementary C∗-bundles over (X ,ρ). Then,

their tensor product is defined to be the Rg elementary C∗-bundle (A⊗̂XB,σA⊗̂XσB) over

the Real space (X ,ρ) which is identified with the diagonal (Δ,ρ) of (X ×X ,ρ×ρ).
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